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1. INTRODUCTION

High-speed anode dissolution of high-temperature
Ni–Cr-based alloys is widely used in technology used
for the electrochemical dimensional processing
(ECDP) of such alloys. Being multiphase materials, the
specified alloys (containing nickel and chromium in
addition to various amounts of alloying elements such
as Al, Ti, W, Nb, Co, etc.) show a whole spectrum of
properties during their dissolution via an anode at high
current densities. Under certain conditions, the alloys
typically experience so-called “abnormal” anode disso-
lution at which their ionization rate exceeds the Fara-
day rate while taking into account the stable degree of
oxidation of the components passing into solution.
Despite the fact that many features of the anode disso-
lution of these materials are well-known (see, for exam-
ple, reviews [1–3]), small alterations in alloy composi-
tion can dramatically change, not only their physicome-
chanical, but their electrochemical properties as well.

In this paper, the electrochemical features of high
speed anode dissolution of heat-resistant chrome–
nickel alloys containing tungsten and rhenium are
described. Investigation of these properties is not only
of academic interest, but also is of importance for solv-
ing certain applied problems [3, 4]. In addition, features
of the dissolution of the indicated materials provide an
example of how a macroscopic inhomogeneity in the
surface of an alloy affects its anode-dissolution rate for
high current densities (see also [5]).

2. EXPERIMENTAL

We investigated the anode dissolution of two
chrome–nickel alloys, whose composition is presented
in Table 1. The composition and morphology of the
alloys was determined both before and after processing
by scanning electron microscopy (SEM) and by local

 

X

 

-ray spectral microanalysis using a TESCAN scan-
ning electron microscope and the INCA Energy EDX
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Abstract

 

—The results of a study on the anode dissolution of two heat-resistant chrome–nickel alloys contain-
ing tungsten (12 wt %) as well as tungsten and rhenium (8 wt % of W and 6 wt % of Re) are described. The
experiments took place in 2 M NaCl at a current density of up to 40 

 

µ

 

/cm

 

2

 

 using a rotating disk electrode. It is
shown that the alloy with the greater tungsten content dissolves at a lower rate (due to the formation and accu-
mulation of insoluble oxides layers on the surface) and at a current density lower than the maximum anode cur-
rent density for the basic component (nickel, and, probably, cobalt) of the anodic dissolution. Transpassive dis-
solution takes place under conditions of thermokinetic instability of the electrode process. In this case, a
decreasing dependence of the current efficiency on the current density is observed, and the dissolution rate is
independent of the tungsten concentration in the alloy. In the region of the maximum anode currents and the
transition from one area of dissolution to another, abnormal anode dissolution takes place due to chemical oxi-
dation of intermediate products by oxidizers—anode-dissolution products or solution components. The results
of varying the chemical composition on surfaces depending on the treatment mode are presented.
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Table 1.  

 

Composition of investigated alloys (wt %)

Alloys Ni Cr W Re Co Ti Al C Si Electrochemical 
equivalent, g/(A h)

ZhS-6U 56.5 

 

±

 

 0.8 9.1 

 

±

 

 0.7 12.1 

 

±

 

 2.0 – 9.5 

 

±

 

 0.4 2.6 

 

±

 

 0.5 5.5 

 

±

 

 0.1 4.5 

 

±

 

 0.6 – 0.79*/0.89

Alloy I 62.1 

 

±

 

 0.1 4.8 

 

±

 

 0.1 7.8 

 

±

 

 0.5 5.6 

 

±

 

 0.7 10.1 

 

±

 

 0.4 – 5.0 

 

±

 

 0.3 3.7 

 

±

 

 0.2 0.9 

 

±

 

 
0.1

0.89*/0.95

 

* In the numerator—the results of calculation with the formation of Cr(VI), in the denominator—calculations with the formation of Cr(III).
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system for determining chemical composition. The
method used for composition analysis consisted of
measuring the local concentration of elements for an
area of ~1–2 

 

µ

 

m

 

2

 

 at a depth to 2 

 

µ

 

m. The analysis was
carried out at three points on each sample. We calcu-
lated the average values for each series of measure-
ments, these are listed in Table 1, together with their
standard deviations.

On the basis of the obtained averages, we deter-
mined the electrochemical equivalent of an alloy from
the following degrees of oxidation of components pass-
ing into the solution: Ni(II), Cr(VI), W(VI), Re(VI),
Co(II), Ti(IV), and Al(III). In this case, we used the
charge-summation method [1, p. 12], which is also
reflected in Table 1. Because chromium can be dis-
solved as Cr(III) under the conditions used, we list val-
ues which were calculated using the chromium ioniza-
tion of the lowest degree of oxidation (Cr(III)) in the
same table.

High-speed anode dissolution of the ZhS-6U alloy
was studied previously [6] as it applies to ECDP prob-
lems, while alloy I (containing rhenium) was investi-
gated for the first time. Tungsten-containing high-tem-
perature alloys were also investigated previously in [7–
11].

For the high-speed anode dissolution of metals
including high-temperature alloys, mutual influence of
the processes of heat transfer and electrode kinetics
[12] are the thermokinetic effects that play the major
roles. To take them into account, it is necessary to ana-
lyze thermal effects, and in particular, to calculate the
heat-transfer coefficients at the electrode–solution
interface, which is possible when using a rotating disk
electrode (RDE) [12]. For this reason, we used the RDE
method in this study.

Samples from the indicated alloys ~3 mm in diame-
ter were exposed to anode dissolution in 2 M NaCl

using RDE rotation velocities varying from 250 to
2500 rpm and current densities from 0.1 to ~40 A/cm

 

2

 

in a cell with a volume of ~250 ml with separated anode
and cathode spaces. The specific dissolution rate of an
alloy (in g/(A h)) under galvanostatic conditions was
determined for the total transmitted charge 

 

Q

 

 = 0.023 A
h from the metal-weight loss. It varied for the preset 

 

Q

 

from ~19 to ~23 mg. The measurements were carried
out using current densities from 1 to ~40 A/cm

 

2

 

.
The relationship between electrode-potential

changes and time was measured by the procedure
described in detail in [12] also under galvanostatic con-
ditions using a saturated silver-chloride electrode as a
reference. The polarization (galvanostatic) curves were
plotted from these measurements in the current-density
interval from 0.1 to 10 A/cm

 

2

 

.
After processing at a preset level of transmitted

charge (0.023 A h), we investigated the surface mor-
phology using scanning electron microscopy and deter-
mined the chemical composition of the surface layer
using EDX analysis.

Surface oxidation took place during anode dissolu-
tion, especially at high current densities. The oxide lay-
ers formed were inhomogeneous. Therefore, the mea-
surements were performed separately for the “basic”
(weakly oxidized) and “oxide” (strongly oxidized)
phases. We measured the element content for the
“basic” and “oxide” phases three times for each sam-
ple. From this data we then calculated the average con-
centration values of the elements in the surface layer
after anode dissolution.

3. RESULTS AND DISCUSSION

 

3.1 Effects of Current Density, Alloy Composition,
and Hydrodynamic Conditions on the Specific Dissolu-
tion Rate

 

According to the Faraday law, the dissolution rate
for a given current density is determined from the fol-
lowing relation:

(1)

where 

 

i

 

 is the current density, 

 

ρ

 

 is the metal density, 

 

C

 

is the electrochemical equivalent of the alloy, and 

 

ε

 

 is
the current efficiency. The quantity 

 

ε

 

C

 

 (measured
experimentally), called the practical electrochemical
equivalent (or specific dissolution rate), is, as a rule, a
function of the current density (

 

ε

 

C

 

 = 

 

f

 

(

 

i

 

)) and of other
dissolution conditions (e.g., hydrodynamic conditions,
solution composition, its pH, etc.). The experimental
dependences obtained in this work for the solution
under investigation (2 M NaCl) and a bulk temperature
of electrolyte equal to 20

 

°

 

C are shown in Fig. 1.
Over a wide range of densities, the 

 

ε

 

C

 

 value is much
higher for a rhenium-containing alloy; however, for 

 

i 

 

>
15 A/cm

 

2

 

, its values virtually coincide for both alloys
(Fig. 1). The reasons for an essential distinction in the

V
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ρ

---------,=
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Fig. 1.

 

 Dependence of the specific dissolution rate of alloy
I (

 

1

 

, 

 

2

 

) and the ZhS-6U alloy (

 

3

 

) in 2 M NaCl at the RDE
rotation velocities of: (

 

1

 

, 

 

3

 

) 1260 and (

 

2

 

) 2500 rpm.
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specific dissolution rates for 

 

i

 

 < 15 A/cm

 

2

 

 are consid-
ered below; however, on the basis of the results shown
in Fig. 1, it can be concluded that if tungsten is partially
replaced by rhenium in an alloy the alloy is then much
better suited to anode processing over a wide current-
density range.

For rhenium-containing alloys, the 

 

ε

 

C

 

 values were
measured at different RDE rotation velocities. It can be
seen that for relatively low current densities (1–2 A/cm

 

2

 

)
the 

 

ε

 

C

 

 values at different stirring rates (i), coincide, and
(ii), are close to the values calculated on the assumption
that nickel and cobalt are ionized in the form of bivalent
ions, while chromium, tungsten, and rhenium are ion-
ized to the highest degree of oxidation. For high current
densities (to 

 

i

 

 = 

 

i

 

cr

 

 ~ 5 A/cm

 

2

 

), the specific dissolution
rate increased and, at relatively small RDE rotation
velocities, it exceeded the calculated rate even under
the assumption that chromium occurs as Cr(III). At
higher rotation velocities, the rate coincided with that
calculated under the assumption that nickel and cobalt
are ionized as bivalent ions, and chromium—as Cr(III)
(Fig. 1).

The peak value of 

 

ε

 

C

 

 was achieved for 

 

i 

 

= 

 

i

 

cr

 

. In
calculating 

 

i

 

cr

 

, the following assumptions were made:
(i) 

 

i

 

 = 

 

i

 

cr

 

 is established because the surface concentra-
tion of dissolution products equals the saturation con-
centration on the basic component—nickel (and, possi-
bly, simultaneously on both nickel and cobalt); (ii) the
surface temperature exceeds the bulk temperature.

In calculating 

 

i

 

cr

 

 within the framework of these
assumptions, we used the dependences of 

 

i

 

ult

 

 (the max-
imum anode current density at which the saturation
concentration of iron and nickel dissolution products is
achieved) on RDE rotation velocity obtained in [13] for
iron and in [14] for nickel.

It was possible to assume that the value of 

 

i

 

ult

 

 for this
chloride-ion concentration and stirring rate is the same

for cobalt because in [13, 14], a dependence on the
chloride-ion concentration was found rather than a
dependence on the nature of the metal, and as well there
was no dependence seen on the solution acidity.

The surface-temperature increment in comparison
with the bulk situation was calculated from the equa-
tion in [12]:

(2)

where 

 

η

 

a

 

 is the overvoltage for the anode process, 

 

π

 

 is
the Peltier coefficient, and 

 

α

 

 is the RDE heat-transfer
coefficient. The value of 

 

α

 

 for the RDE with the rota-
tion velocity used was taken from [12, p. 59] (

 

α

 

 =
0.63 W/(cm

 

2

 

 deg) at a rotation velocity of 1260 rpm).
Then, taking the anode-overvoltage magnitude 

 

η

 

a

 

(~2.1 V for 

 

i

 

 = 5 A/cm

 

2

 

, see below) into account and
accepting that 

 

η

 

a

 

 

 

�

 

 

 

π

 

, we obtain 

 

∆

 

T

 

 ~ 17

 

°

 

C. Under the
assumption that the surface concentrations of the disso-
lution products of the basic components—nickel (and
cobalt) achieve the saturation concentration, the value

 

iult should be equal to 5 A/cm2 at n = 1260 rpm, taking
into account as well that the quantity iult from [13, 14]
is equal to 3.5 A/cm2 for 2 M NaCl at n = 1000 rpm and
20°C, and accepting that the relation between the
growth of iult and temperature is ~ 1.5% per degree [12].
It is obvious that icr is the maximum current density of
the anode dissolution of nickel (and, possibly, of both
nickel and cobalt). It is exactly under these conditions
that the peak value of εC, is achieved, which decreases
with increasing stirring rate and current density.

3.2 Results of Polarization Measurements

In Figs. 2 and 3, we show the ϕ–τ curves for the
tungsten- and rhenium-containing alloys (Fig. 2) at dif-

∆T s

i ηa π+( )
α

---------------------,=

0.5

0
2

ϕ, V

τ, s

1.0

4 6 8 10

2.0

1.5

ϕst

ηa = f(i)

1

2
3

Fig. 2. Variation of the anode-dissolution potential of the
alloy I for a current density of 5 A/cm2 and RDE rotation
velocities (1) 1940, (2) 1260, and (3) 250 rpm. ϕst is the sta-
tionary potential of the de-energized electrode.

1

0
2

ϕ, V

τ, s

2

4 6 8 10 12 14 16 18 20

3

4

5

ϕcr
ϕt

τof

∆ϕof
1

2
3

4

Fig. 3. Variation of the anode-dissolution potential of the
ZhS-6U alloy at the current densities: (1) 0.3, (2) 0.7, (3) 3,
and (4) 10 A/cm2. The RDE rotation velocity is 1260 rpm.
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ferent RDE rotation velocities and for the ZhS-6U alloy
(Fig. 3) at the same rotation velocity (1260 rpm), but
different current densities. The calculation from Eq. (2)
showed that, if the magnitude ∆Ts is equal to ~9°C for
curve 1 (Fig. 2), it is ~17°C for curve 2, and ∆Ts = 30°C
for 3 (250 rpm) (the initial moment of processing
before the potential-growth point in time). Thus, the
potential for this current density is determined by both
hydrodynamic conditions and the achievable surface
temperature.

If the shape of the ϕ–τ curve of the dependences of
a rhenium-containing alloy similar to those shown in
Fig. 2 is conserved at high current densities for the
ZhS-6U alloy, then such a shape of the dependence curve
takes place only at relatively low densities (curve 1,
Fig. 3). For high current densities, a potential jump of
∆ϕof is observed. The value of the transmitted charge
Q = iτof corresponding to this process, being a current-
density function, increased with the current density,
(Fig. 4). As is shown below, an additional voltage drop
∆ϕof was related, primarily, to surface oxidation. Taking
into account the fact that the tungsten content inclined to
passivation in neutral chloride solutions [1, 2] was much
higher in the ZhS-6U alloy, oxide accumulation and, as
a consequence, an additional voltage drop ∆ϕof upon

dissolution of this alloy, occurs at much lower current
densities. This agrees with the data presented above
(see Fig. 1 from which it follows that, at i ~ 1–10 A/cm2,
εC is much higher than that for the rhenium-containing
alloy and much less inclined to passivation than the
tungsten alloy [1, 2]) and the results described below,
thus indicating an elevated oxide concentration in the
surface layer at low current densities for the ZhS-6U-
alloy surfaces in comparison with alloy I. Upon reach-
ing a certain relatively high potential ϕcr (Figs. 3 and 5),
activation is observed (potential decrease over time) at
high current densities along with simultaneous transi-
tion to an oscillatory mode.

As can be seen from the results of calculation pre-

sented in Table 2, the values ∆  corresponding to ϕcr

as well as the ∆  corresponding to ϕt calculated from
Eq. (2) (see Figs. 2 and 3) are independent of both the
alloy composition and the stirring rate. This means that
ϕcr is actually the potential of the transition to thermo-
kinetic instabilities (TKIs) (the “thermal explosion”
potential; for more details, see [12, 15]), and ϕt is the
transpassive-dissolution potential caused by the transi-

tion to the TKI (during the calculation of ∆  and ∆

from Eq. (2), we used the quantity  = ϕcr – ϕst and

 = ϕt – ϕst, where ϕst is the stationary potential of a
de-energized electrode (see Figs. 2, 3, and 5) as ηa). It
is necessary to emphasize that during calculation we
introduced a correction to an ohmic voltage drop
between the capillary end and the electrode surface
according to data published in [12, p. 54] taking the
electrical conduction of the solution under investigation
into account. The introduced correction was equal to
~1 V for i = 10 A/cm2 and 0.5 V at i = 5 A/cm2 (in
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cr
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T s
cr T s
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cr
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6

Fig. 4. Dependence of the charge density necessary for the
formation of a surface oxide on the anode-dissolution cur-
rent density for the ZhS-6U alloy at a rotation velocity of
1260 rpm.
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Fig. 5. Variation of the RDE anode-dissolution potential for
alloy I at a current density of 5 A/cm2 and a rotation velocity
of 250 rpm.

Table 2.  Critical temperature drops in the transition to the
TKI and the oscillator dissolution process

Alloys i, A/cm2 Rotation 
velocity, rpm , °C , °C

ZhS-6U 10 1200 79 68

Alloy I 5 250 83 65

10 1260 – 68

∆Ts
cr ∆Ts

t
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Figs. 2–6, the values of potentials are given without the
correction of the ohmic component).

From the generalized polarization curves presented
in Fig. 6, it can be seen that: (i) the dissolution poten-
tials of both alloys virtually coincide in the region of
low current densities when the accumulation of oxides
in the surface layer and the corresponding voltage drop
∆ϕof for the alloy with a high tungsten content are neg-
ligible (see Fig. 2 curves 1 and 2, Fig. 3 curve 1, and
Fig. 6 for i = 0.1 A/cm2), and (ii) at higher current den-
sities, the dissolution potentials of alloys with a higher
tungsten content are higher owing to an additional volt-
age drop in the oxide film caused by the high content of
tungsten inclined to the oxidation.

At current densities exceeding icr, the dissolution
potentials of both alloys virtually coincide (in Fig. 6,
the values of ϕ at i = 10 A/cm2 are shown only for the
ZhS-6U alloy, while they are not shown for the alloy I
to avoid overloading the figure; however, both these
values and potential-variation intervals are close).

The arrows in Fig. 6 show the conditions under
which the potential growth in time (see, for example,
curve 3 in Fig. 2) takes place. As can be seen, such a
growth takes place upon achieving icr, which is related
to the formation of a salt (oxide–salt) film passivating
the alloy surface. It is obvious that, in this case, the dis-
solution occurs via a salt film.

The dashed lines in Fig. 6 show the Tafel curves for
the dissolution of nickel and chromium in chloride
solutions [1, 2, 9] upon which soluble products of ion-
ization are formed (at current densities up to iult for
nickel in the corresponding solution and for a preset
stirring rate). The corresponding Tafel slopes are
~80 mV/order for nickel and 100 mV/order for chro-
mium. It can be seen that the measured potentials prior
to salt passivation are between these potentials (cor-
rected for an additional voltage drop ∆ϕof for an alloy
with a high tungsten content)

Thus, the dissolution of alloys can be carried out
under conditions of active anode dissolution (or anode–
anion activation [2]) with the formation of soluble
products (in part or completely; to a great extent such a
dissolution is characteristic of the alloy I for i < icr), but
transpassive dissolution is possible, which is caused by
the transition to TKI and occurs at i > icr. The value of
icr depends on hydrodynamic conditions. For i > icr, we
observed a decreasing dependence of the current effi-
ciency εC on the current density (Fig. 1), the dissolu-
tion occurs via a passivating film, while change in the
alloy-composition insignificantly affects the processing
rate.

The transition from active (activited) to transpassive
dissolution can be observed in time (Fig. 5). The char-
acteristic times of transition processes and values of
potentials are determined by the hydrodynamic condi-
tions and surface temperature, which approaches the
boiling temperature of the solution for i > icr.

3.3. Change in Composition of Surface Layers
during Processing

In Fig. 7, we show SEM photomicrographies after
the processing of the investigated alloys at fixed current
densities (2, 5, 38, and 40 A/cm2), Q = 0.023 A h, and
the RDE rotation velocity of 1260 rpm. In Tables 3 and
4, we list the alloy-element content (wt %) after pro-
cessing. As can be seen from the photomicrographies,
the alloy surface after processing, as a rule, is nonuni-
form. This leads to the necessity of determining the
chemical composition separately for the “basic” and
“oxide” (i.e., enriched with oxygen) phases. In Tables 3
and 4, we list average values of these measurements at
several points on the surface.

It can be seen that the surface layer of the alloys con-
tains both oxygen and chlorine whose concentrations
are dependent on a number of factors: (a) differs at
varying areas of the surface (some areas are enriched
with these components, and others do not contain these
elements in the surface layer); (b) the content varies
depending on the current density (Figs. 8 and 9); and (c)
the content of these elements depends on the alloy com-
position (in particular, the alloy surface containing a
high initial tungsten concentration is essentially more
oxidized (Fig. 9b)).

In both alloys, there was virtually no chlorine in the
surface layer after processing both at low and high cur-
rent densities; however, chlorine was present in a sig-
nificant amount after processing at i ≈ icr. On the one
hand, this proves that the peak surface concentration of
chloride-containing dissolution products (nickel and
cobalt) is achieved for i ≈ icr, as was noted above, and
on the other hand, it indicates that the oxide–salt sur-
face film is transformed into an oxide film at high cur-
rent densities (i > icr).

0 1

i, A/cm2

ϕ, V

1

2 3 4 5 6

10

0.1

1
2
3
4

Cr

icr

Ni

Fig. 6. Polarization curves for RDE anode dissolution in
2 M NaCl for (1–3) alloy I and (4) the ZhS-6U alloy at rota-
tion velocities of (1) 1940, (2, 4) 1260, and (3) 250 rpm.
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80 µm 80 µm

30 µm80 µm

20 µm 9 µm

Spectrum 1

Spectrum 1

Spectrum 1
Spectrum 1

Spectrum 2

Spectrum 3

(a) (d)

(b) (e)

(c) (f)

Fig. 7. Photomicrographies of surfaces for (a–c) alloy I and (d–f) the ZhS-6U alloy obtained after anode dissolution (0.023 A h) in
2 M NaCl for the RDE rotation velocity of 1260 rpm and the current densities: (a, d) 2, (b, e) 5, (f) 38, and (c) 40 A/cm2.

The data in Fig. 8 confirm the assumption that there
was an enrichment of the surface layer in tungsten (and
in carbides, Tables 3 and 4) and a depletion of Ni, Cr,
Co, Re, and Al—the alloy components, which form sol-
uble products in the electrode reactions. Alteration of
the surface-layer composition increased as current den-
sity increased (Fig. 8). (In Fig. 8, we show the values

logK, where K = , Cs is the average surface-layer
Cs

Cm

------

concentration after processing, and Cm is the mean
alloy concentration before processing.) In contrast to
the results presented in Tables 3 and 4, the data shown
in Figs. 8 and 9 show the component values averaged
over the entire investigated surface. If only the basic
phase was analyzed (without taking into account oxide
surface formations discretely located on the dissolving
surface), virtually no changes in the concentration of
components in the surface layer were observed. For
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example, the surface-layer concentration of nickel var-
ies depending on the current density within a range of
53–57 wt % (with an average concentration of 56.5 wt %
before processing), that of chromium—7.0–9.4 wt %
(before processing 9.1 wt %), that of tungsten—10.2–
14 wt % (before processing 12.1 wt %). A similar pic-
ture was observed for the component distribution after
processing of the rhenium-containing alloy; however, it
is noted in this case that the rhenium content decreased
with increasing current density and was present in the
oxide phase at high current densities.

3.4. Effect of Surface-Layer State on Dissolution Rate: 
“Abnormal” Dissolution and Its Mechanism

Due to their different electrochemical characteris-
tics, the alloy components can: (a) be ionized in various
degrees of oxidation; (b) give different soluble and
insoluble products in cationic (Ni+2, Co+2, and their

hydrochloride complexes) and anionic forms (Cr2 ;

Re ) under particular conditions (i.e., the current
density and its corresponding potential, or the compo-
sition of the near-electrode medium specified by the
temperature and stirring rate); (c) be oxidized with the
formation of oxidant and passivated insoluble products
(e.g., tungsten oxides). The achievable dissolution rate
depends on both the oxidation rate of surface layers and

O7
2–

O4
–

their ionization with transition in the solution as soluble
products.

From our results, it follows that one of the basic
reactions is the surface oxidation with the formation of
insoluble oxides:

(3)

In general, reaction (3) corresponds to the ionization
of tungsten, which is accumulated on the surface as an
oxide. The ionization according to Eq. (3) decreases the
dissolution rate, which indicates a decrease in εC with
increasing current density (Fig. 1) and the accumula-
tion of oxides in the surface layer with increasing cur-
rent density (Tables 3 and 4, Fig. 9b).

However, despite the obvious fractional ionization
of alloy components according to Eq. (3) leading to an
increase in alloy weight rather than its dissolution with
accompanying weight loss; as a whole, the dissolution
rate can exceed the Faraday rate calculated on the
assumption of the ionization of components in the
degrees of oxidation stable for this solution.

The possible reasons for the abnormal dissolution of
chrome–nickel alloys in chloride solutions were noted
previously in [7, 16].

If one accepts the stage mechanism of dissolution of
the basic nickel-alloy (and also cobalt-alloy) compo-

Me nH2O MeOn 2nH+ 2ne.+ + +

Table 3.  Content of components in a surface layer of alloy I after processing

Concentration (wt %)

Ni Cr W Re Co Al C O Cl

Initial composition 62.1 4.8 7.8 5.6 10.1 5.0 3.7 – –

2 A/cm2 basic phase 56.1 4.4 8.7 6.8 9.4 6.3 4.5 1.6 0.8

oxide phase 55.4 4.1 11.2 – 8.0 6.0 9.3 4.6 1.3

5 A/cm2 basic phase 61.1 5.2 11.4 2.4 9.2 5.3 3.0 1.2 –

oxide phase 36.8 2.5 6.2 – 6.7 2.5 8.0 20.1 15.9

40 A/cm2 basic phase 50.3 3.6 10.9 1.9 8.0 5.2 13.0 6.7 –

oxide phase 22.9 2.7 22.1 5.0 4.2 2.2 17.5 20.3 –

Table 4.  The Content of components in a surface layer of the ZhS-6U alloy after processing

Concentration (wt %)

Ni Cr W Re Co Al C O Cl

Initial composition 56.5 9.1 12.1 9.5 5.4 2.6 4.5 – –

2 A/cm2 basic phase 52.7 7.0 12.9 8.1 4.4 2.7 6.8 5.8 –

oxide phase 33.5 4.4 26.5 5.5 1.6 3.6 9.3 15.6 –

5 A/cm2 basic phase 53.4 9.4 14.0 10.0 6.4 2.7 – 3.6 11.4

oxide phase 29.6 3.5 16.0 6.3 1.8 0.9 – 26.9 19.5

38 A/cm2 basic phase 56.8 8.7 10.2 8.7 4.8 3.7 4.9 – –

oxide phase 5.2 2.9 39.2 – – 9.2 16.7 26.5 0.7
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nent with a slow second oxidation stage of the interme-
diate low-valence particle (ILVP):

(4)

(5)

Ni OH– NiOH( )ads e;+ +

NiOH( )ads NiOH+ e;+

(6)

then, owing to the slowness of reaction (5), an interme-
diate product (ILVP) accumulates, and the possibility
of the chemical oxidation of the ILVP by an oxidant
(for example, a bichromate ion) appears:

(7)

The consequence of reaction (7) is the transfer of
nickel (and also cobalt, i.e., the alloy components
which amount to ~70% of the alloy mass) in the solu-
tion by nonelectrochemical means, without energy loss
from the current source.

A high degree of filling of the surface with an inter-
mediate product is necessary for continuing the reac-
tion according to the above mechanism, which should
be the consequence of both the slowness of second-
stage dissolution (5) and the greatest possible filling of
all of the dissolution surface by the final product—
nickel (and cobalt) hydrochloride complex:

(8)

The last condition is fulfilled after achieving the
final current, that is, when a salt film of a particular
thickness forms on the dissolution surface according to
reactions (4)–(6) and (8) and is dissolved. However,
owing to ILVP accumulation, chemical oxidation
according to reaction (7) takes place exactly under
these conditions, as well as abnormal anode dissolution
(the role of the oxidant can be played not only bichro-
mate ions, but also by other ions, for example, perrhen-
ate ions, as well as the solution components).

NiOH+ Ni+2 OH–,+

6 NiOH( )ads Cr2O2
2– 20H++ +

6Ni2+ 2Cr3+ 13H2O.+ +

Ni2+ xH2O yCl– Ni OH( )xCly[ ]2 x– y– H+.++ +

0

logK

Ni

0.2

(a)

(b)

0.4

–0.2

–0.4
Cr W Co Al Ti

2 A/cm2

5 A/cm2

38 A/cm2

0

Ni

0.2

–0.2

–0.4

Cr W Co Al Re

2 A/cm2

5 A/cm2

40 A/cm2
–0.6

Fig. 8. Diagram of the variation of the component concen-
tration for (a) alloy I and (b) the ZhS-6U alloy in the surface
layer after anode dissolution with different current densi-
ties.
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Fig. 9. Effect of the current density on the surface-layer concentration for (a) chlorine and (b) oxygen after anode dissolution of (1)
alloy I and (2) the ZhS-6U alloy.
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It is obvious that a similar mechanism cannot occur
in the region of low current densities or by increasing
the stirring rate (Fig. 7) because the ILVP surface con-
centration is insufficient for the reaction (7) (or a simi-
lar one).

It is also clear that, owing precisely to reactions
occurring according to the above mechanism, the peak
dissolution rate is achieved for i ≈ icr. For current densi-
ties where i > icr, the current efficiency εC decreases
with the current density, which is a consequence of dis-
solution according to the “transpassive” mechanism
along with an increase in the fraction of energy loss in
reaction (3) leading to passivation instead of dissolu-
tion.

4. CONCLUSION

The results of these investigations demonstrate the
important role that the presence of tungsten plays for
heat-resistant chrome–nickel alloys during their elec-
trochemical dimensional processing in chloride solu-
tions. Its presence in an alloy at a concentration of
~12 wt % leads to passivation of the surface and a
decrease in the dissolution rate in comparison with a
material containing a smaller amount of tungsten. A
partial substitution of tungsten by rhenium in an alloy
results in depassivation, an increase in the dissolution
rate, and a decrease in the dissolution potential for a
preset current density.

High-speed dissolution of the investigated alloys
can be carried out according to various mechanisms.
When dissolving in an active (anode-activated) poten-
tial range (at current densities lower than the maximum
current density iult of the salt passivation because the
dissolution-product concentration of the basic compo-
nent (nickel) achieves the saturation concentration, and
a salt film is formed), we observed: (a) a distinction in
dissolution rates for alloys with different tungsten con-
tents; (b) an increasing dependence of the current effi-
ciency on the current density.

Dissolution in the transpassive region occurs at a
surface temperature which exceeds the bulk tempera-
ture, and under a condition of thermokinetic instability
resulting in periodic failure and the formation of sur-
face coating layers (preferentially oxide layers). During
dissolution under these conditions, a decreasing depen-
dence of the current efficiency on the current density
occurs; this dependence is caused predominantly by the
preferential accumulation of insoluble oxides on the
surface, while the dissolution rate is virtually indepen-
dent of the alloy composition and hydrodynamic condi-
tions.

The transition from activated to transpassive disso-
lution is determined by the hydrodynamic conditions
and by achieving the final anode current for the basic
component. The kinetics of the formation and dissolu-
tion of the salt film coating the electrode surface under
these conditions is such that the chemical oxidation of

intermediate products of nickel (and cobalt) by oxi-
dants (both products of anode dissolution and solution
components) is possible, which results in an anoma-
lously high rate of anode dissolution.
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INTRODUCTION

In recent years, an intensive search for new environ-
mentally safe functional and decorative coatings with a
view to substitute chromium ones, widely applied in
industry at present, has been carried out. This problem
is caused by the necessity to eliminate environmentally
harmful production applied to obtaining chromium
coatings, despite the fact they satisfy many perfor-
mance requirements [1–3].

Possible variants for this substitution are the coat-
ings of cobalt–tungsten alloys. These alloys may
potentially have high hardness, excellent wear
resistance, and a low friction coefficient [1–4]. In a
number of studies [3–10], it was noted that elec-
trodeposition yields amorphous and nanocrystal coat-
ings of Co–W alloys, both pure and containing impu-
rities of boron and iron on soft steel. Subsequent
annealing makes it possible to significantly increase
the coating hardness due to recrystallization processes
proceeding thereat.

It is shown in [1] that one of the methods for the
improvement of mechanical and performance proper-
ties of coatings may be the application of electrolysis
pulse conditions. It is known that the application of
pulse conditions of electrodeposition allows for the
control of the composition and structure of alloys [12].
The present work is dedicated to finding the relation-
ship between the conditions of pulse electrochemical
deposition of Co–W alloys, the composition and struc-
ture of the obtained layers, and the micromechanical
properties of the obtained coatings.

EXPERIMENT METHODS

 

Electrodeposition Conditions

 

Electrolytic coatings were deposited from a citrate
electrolyte (used, in particular, in [9, 10]) of the follow-
ing composition, mol/l: Na

 

2

 

WO

 

4

 

, 0.05; CoSO

 

4

 

, 0.2;
C

 

6

 

H

 

8

 

O

 

7

 

 (citric acid), 0.04; Na

 

3

 

C

 

6

 

H

 

5

 

O

 

7

 

 (sodium citrate),
0.25. It was shown that 

 

T 

 

= 25

 

°

 

C and the current density
of 3 A/dm

 

2

 

 are optimal conditions for obtaining from this
electrolyte of amorphous coatings with high tungsten
content in the alloy (this is, as a rule, the purpose of
obtaining these layers, since increasing tungsten content
improves its performance properties, particularly, its
microhardness [9]). In the Co–W electrodeposition pro-
cess, the near-electrode layer buffering is important; for
this purpose, boric acid with a concentration of
0.65 mol/l, was introduced into the electrolyte [13]. In
the present work, an electrolyte of the above-mentioned
composition with the addition of boric acid was used.
The electrolyte was prepared by dissolution of cobalt
sulfate (CoSO

 

4

 

 · 7H

 

2

 

O), sodium tungstate (Na

 

2

 

WO

 

4

 

 ·
2H

 

2

 

O), citric acid, and sodium citrate in distilled water
with subsequent addition into the solution of boric acid
up to its total concentration of 40 g/l.

Deposition was carried out on glass-textolite disks
covered with copper foil of thickness 105 

 

µ

 

m, which
were placed in a special holder and fixed with a clamp-
ing screw. Samples of two variants were used: in a
“macrovariant,” with a total surface of the free circular
section of the sample of 0.785 cm

 

2

 

 (diameter ~10 mm),
and in a “microvariant,” with an active section on the
disk surface with an area of 0.031 cm

 

2

 

. In the latter
case, the whole surface, with the exception of a hole
~2 mm diameter, was isolated by pressure-sensitive
polyvinyl chloride film of thickness ~95 

 

µ

 

m. The use of
microsamples in the present study was caused by the
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necessity to obtain miniature parts used in microelec-
tronics. Samples were fixed in a special holder which
was placed in an electrochemical cell. The deposition
methods were analogous to those described in [10, 13].
The deposition was carried out under stationary condi-
tions (in a vessel with an immovable electrolyte) at
room temperature (~25

 

°

 

C). The electrolyte of total vol-
ume 250 ml was weakly mixed by a magnetic mixer.
Graphite pivots were used as an anode. The anodic and
cathodic spaces were not separated. Preparation of the
samples before deposition of Co–W alloys was carried
out by generally adopted methods [14].

As mentioned above, an optimal value of the current
density for deposition from the mentioned electrolyte
without the addition of boric acid is equal to 3 A/dm

 

2

 

.
In the present study, the deposition was carried out at a
rectangular unipolar pulse current with the same cur-
rent density of 3 A/dm

 

2

 

. The pulse current parameters
were set by virtue of potentiate PI-50-1. The relative
pulse duration (ratio of the total period of pulse 

 

τ

 

i

 

 and
pause 

 

τ

 

p

 

 to pulse duration) in all cases was equal to 3,
and the frequency varied in the range of about three
orders of magnitude, from 0.67 to 333 Hz. The total
time of deposition in all cases was 20 min. The deposi-
tion conditions and the sample characteristics are given
in Table 1.

At deposition under the macrovariant conditions,
the metal yield on the current was determined by the
weight method, taking into account the total increase of
the sample mass while passing 

 

Q

 

 = 3600 C/dm

 

2

 

 (no
correction was made for the deposit mass increase due
to introduction of an “organic” phase co-deposited with
the alloy, which has not influenced the principal conclu-
sions due to the small value of atomic weights of light
elements constituting the specified phase). The calcula-
tion was carried out proceeding from a chemical equiv-
alent of the alloy 0.311 mg/C, being average for all pos-
sible compositions. The probable error here does not
exceed 1%. In the case of deposition in the microvariant
(at the same electric charge), the average thickness of

the coating was determined by a metallographic micro-
scope, because at small dimensions of the sample, the
error at weighing appears to be too great.

 

Analysis of Composition and Study
of the Coating Morphology

 

The chemical composition of the obtained samples
was studied by the method of energy-dispersive x-ray
spectroscopy (EDX-spectroscopy) with an INCA
Energy analyzer.

Identification of the surface microstructure and mor-
phology was performed by virtue of the scanning elec-
tron microscope Vega Tescan, the optical microscopes
Amplival, Neophot, and the interferometer MII-4.

Micromechanical parameters (indentation micro-
hardness 

 

H

 

V

 

 and sclerometric microhardness 

 

H

 

s

 

) were
determined by the microhardness tester PMT-3. Loads

 

P

 

, applied to a Vickers diamond indentor, were varied
within the range of 0.1–0.5 N. Tests were performed at
room temperature. The microhardness values were
determined using known formulae [15]. For a quasi-
static indentation, 

 

H

 

V

 

 = 1854 P/

 

d

 

2

 

; for sclerometric
tests (scratching method), 

 

H

 

s

 

 = 1000 

 

P

 

/

 

a

 

2

 

, where 

 

d

 

 is
the indentation diagonal and 

 

µ

 

m; and 

 

a

 

 is the scratch
width, 

 

µ

 

m. Final values of microhardness for each load
were estimated as an average measurement for 10–15
indentations (depending on the spread in data) or of 5
scratches.

In some cases, in order to obtain sharp, well-defined
indentations, before microhardness measurement, the
sample surface was polished with chromium oxide
(powder of Cr

 

2

 

O

 

3

 

 with the grain dimension <2 

 

µ

 

m) to
eliminate roughness and obtain a smooth, flat surface.
For comparison, in some samples, the initial surface
microhardness was preliminarily measured directly
after Co–W coating deposition and after polishing.

 

Table 1.  

 

Electrodeposition conditions, composition and micromechanical properties of the studied samples

No.

 

f

 

, Hz C

 

W + Co

 

, mass % C

 

W

 

, mass %

 

H

 

v

 

, kgf/mm

 

2

 

H

 

s

 

, kgf/mm

 

2

 

1 0.67 93.6 

 

±

 

 0.5 18.5 

 

±

 

 0.9 590/526 –/105

2 0.67* – – 622/– –/–

3 3.33 95.4 

 

±

 

 1.2 21.3 

 

±

 

 2.1 –/404 –/194

4 3.33* 92.4 

 

±

 

 0.5 19.0 

 

±

 

 0.2 685/– –/–

5 6.7 93.5 

 

±

 

 1.7 20.8 

 

±

 

 1.5 –/325 –/–

6 33.3 91.6 

 

±

 

 2.7 15.3 

 

±

 

 0.4 –/464 –/132

7 66.7 91.6 

 

±

 

 0.8 23.2 –/536 –/203

8 333 92.8 

 

±

 

 0.7 22.4 

 

±

 

 1.5 –/401 –/203

9 333* 90.0 

 

±

 

 1.0 13.0 

 

±

 

 0.4 –/511 –/–

 

* Data for microsamples are given. In the numerator and denominator of the fraction, the sample microhardness values before and after
polishing, respectively, are given.
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RESULTS AND DISCUSSION

 

Influence of the Pulse Current Parameters
on Deposition Rate, Composition,
and Morphology of the Coating

 

As shown in Fig. 1, the average thickness of the
coating at 

 

Q

 

cp

 

 = const increases with an increasing
pulse current frequency. This is explained by an
increase of the metal yield on the current. However, the
highest value of the yield-on-current (YC) determined
at the maximal frequency (with the pulse duration 

 

τ

 

i

 

 =
1 ms) did not practically exceed the average value
(~78%) obtained by deposition in the same electrolyte
at a constant current [13]. It is obvious that the deposi-
tion rate and YC at deposition on micro- and macro-
samples do not qualitatively differ, but they increase
with the pulse current frequency. The coating thickness
varied across the sample surface: the greatest thickness
was at a distance from the center; and on the edge, it
decreased again due to the current distribution across
the sample surface and due to edge effects near the
holder body.

However, the tungsten content in the coatings
obtained by different variants differ considerably at the
frequencies above 30 Hz (Fig. 2). At a higher fre-
quency, the tungsten content in microsamples is signif-
icantly less. It should be noted that Fig. 2 shows the
average values, but the spread in particular values may
achieve 10% with respect to root–mean–square devia-
tion (Table 1).

At treatment with a frequency of less than 30 Hz, the
average values of tungsten content in the samples
obtained by the two methods were close (Fig. 2). How-
ever, deviations observed at high frequencies show that
the electrochemical method to obtain alloys of the
given composition is sensitive to fine variations in the

process parameters. Small variations in the conditions
result in significant changes in the composition and the
properties of the coatings of these alloys.

The sample surface morphology is characterized by
both common and distinctive characteristics. A com-
mon characteristic of all samples was the appearance of
a mosaic picture on the film surface resembling the
grain structure of polycrystalline materials (Fig. 3).

Dimensions of the mosaic cells varied in different
samples from 5–10 to 50–100 

 

µ

 

m. An analogous pic-
ture is observed at investigation by virtue of an optical
microscope. It is obvious that the boundaries between
the cells are breaks in the deposited layers, which tes-
tify to the high cracking of the obtained coatings.

The surface inside the cells has various structures. In
some cases, it was smooth with no roughness (Fig. 3b),
and in other cases, globules (hemispheres) of different a
dimension and density were observed (Figs. 3a and 3c).
The globule diameter varied in the range of 1–25 

 

µ

 

m,
and their height was about 1–6 

 

µ

 

m.* Formations of the
semicylindrical form of an arbitrary orientation shown
as an oriented accumulation of hemispheres were also
observed (Fig. 3c). Formation of such a microstructure
is apparently determined to a certain degree by the
relief of the copper foil surface, whereupon the film
was deposited, because a similar picture is observed on
the initial sample surface. Nonisotopy, disorientation of
the substrate crystallites, leads to local accumulations
of defects and preferential growth of deposit on these
sections.

After insignificant removal of the coating surface
layer, its surface changed form. The mosaic boundaries
still existed, while the inner surface suffered a modifi-

 

* This is probably the reason for overstating the deposit thickness
at measurements using a metallographic microscope.
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 Variation of the coating average thickness (

 

1

 

) and
the metal yield-on-current (

 

2

 

) in dependence on pulse cur-
rent frequency. Horizontal line (
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) shows the value of the
yield-on-current at deposition at a constant current density
of 3 A/dm
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 Dependence of relative tungsten concentration in the
coating on pulse current frequency in macro- (

 

1

 

) and micro-
samples (

 

2

 

).
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cation (Figs. 4 and 5). The tops of the formations of the
semicylindrical form and globules have been polished-
off, and on the surface, extensive (Fig. 4) or circular
(Figs. 4b and 5) areas, instead of the globules, remain.
These microphotographs of the surface obtained after
mechanical polishing show that the formed globules are
not hollow formations (Fig. 5).

The data in Table 1 show that the composition of the
obtained deposits contains 90–95% cobalt and tung-

sten, and the rest is an “organic” phase. The depen-
dence of the total concentration of carbon and oxygen
in the obtained layers on the treatment conditions is
shown in Fig. 6. It is seen that the total concentration of
carbon and oxygen may achieve 36 at. %. Furthermore,
it is changed by the frequency, i.e., by the pulse treat-
ment conditions.

On the Correlation of Composition, Structure
of the Obtained Layers,

and Their Micromechanical Properties

Figure 7 shows the dependences of the average val-
ues of microhardness (indentation one) on pulse current
parameters for two deposition conditions: by micro-
and macrovariants. It is seen that, in all cases, HV values
for the microsample are significantly higher. That is,
there is no direct dependence of the microhardness
value on the tungsten content in the alloy. At the same
time, an obviously pronounced correlation between the
concentration of “impurity” (C=O) and microhardness
is observed. As follows from the comparison of data for
the microsample shown in Figs. 6 and 7, when the con-
centration of carbon and oxygen in the deposit
increases, the microhardness decreases, and vice
versa—it increases with a decreasing concentration
decreasing. However, for the lowest HV values (e.g., reg-
istered at f = 6.7 Hz), it is significantly higher than the

30 µm

Spectrum 1
Spectrum 1

20 µm 30 µm

Centr

(a) (b) (c)

Fig. 3. Morphology of the surface observed in the scanning electron microscope after deposition at frequency 0.67 Hz (a, b) and
333 Hz (c) in macro- (a, c) and microsamples (b).

Spectrum 1

20 µm 100 µm(a) (b)

Fig. 4. Structure shown in the scanning electron microscope after partial polishing of surfaces of the samples deposited at frequency
33 Hz (a) and 333 Hz (b) (macrosample).

50 µm

Fig. 5. Picture of the surface after partial polishing of the
sample with high-density globules obtained by deposition
with the pulse current frequency 6.7 Hz.
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microhardness of the substrate (  = 110 kgf/mm2) and
cobalt, and, in the majority of cases, it is higher than the
microhardness of tungsten and cobalt oxide, being infe-
rior only to the values of microhardness of tungsten car-
bides (Table 2). It should be noted that, here, we con-
sider the values of the microhardness of coatings after
electrodeposition without heat treatment.

It is also obvious that the value HV is influenced by
the electrodeposited layer structure. The lowest micro-
hardness is achieved when a globular structure is
formed (Figs. 5 and 7), but these are the conditions for
observation of a maximal concentration of “organic”
phase in the coating.

A comparison of HV values determined in one sam-
ple under different conditions of the surface preparation
before measurements (Table 1, Fig. 7) shows that
microhardness varies insignificantly (by ~11% for the
deposits obtained at current frequency 0.67 Hz), which
is considerably less than the differences resulting from
a variation in the conditions for obtaining coating.

The data given in Table 1 and in Figs. 2 and 6 corre-
spond to the composition determined directly after
electrodeposition of films before polishing. Determina-
tion of the surface layer composition after polishing
may give other values of concentrations of the compo-
nents, which in turn influences the obtained values of
microhardness. This is an extra confirmation of a
known statement that in the case of amorphous elec-
trodeposited films, the films under study belonging to
them [9, 10], composition and mechanical properties
may differ greatly, because these films are character-
ized by an obvious inhomogeneity with respect to com-
position and properties [17].

Table 3 shows the correlation of characteristic HV
values and the chemical composition of the films
obtained both directly after electrodeposition and after

HV
Cu polishing. It is apparent that a decrease in the metal

phase fraction (cobalt and tungsten) and an increase in
the content of carbon and oxygen lead to a significant
decrease in microhardness. The indentation microhard-
ness value for almost all samples is above 400 kgf/mm2.
For some, HV > 500 kgf/mm2. If we compare these val-
ues with the microhardness values for cobalt and tung-
sten (Table 2), we will see that pure metals are consid-
erably softer than their compound (CoW). In addition,
it follows from the literature data [16] that the com-
pound of cobalt and oxygen (CoO) and the compound
of tungsten and carbon (WC and W2C) are correspond-
ingly ~3 and ~5 times as hard as pure metals.

Analysis of the obtained values of sclerometric
microhardness Hs (at scratching under load) shows the
following: (a) it is significantly lower than the indenta-
tion microhardness (Table 1, Fig. 8); and (b) there
exists an obviously pronounced dependence on tung-
sten concentration in the alloy (Fig. 8). Determination
of the sclerometric microhardness is of considerable
importance for an estimation of the tribological behav-
ior of the surface, because a scratch is a single act of
dynamic contact of roughness on the surface of rubbing
parts. High values of sclerometric microhardness are
characteristic of good tribological behavior of the mate-

101

38

40

f, Hz

CC + O, at. %

36

28

24
100

Fig. 6. Dependence of the total concentration of carbon and
oxygen (“organic” phase) in the coating on the pulse current
frequency.

101

600

700

f, Hz

Hs, kgf/mm2

500

400

300
100

1

2

Fig. 7. Influence of the pulse current frequency on micro-
hardness of cobalt–tungsten coating in macro- (1) and mic-
rosamples (2).

Table 2.  Microhardness of Co and W, and of compounds on
their basis [16]

Material Microhardness Hv, kgf/mm2

Co 130

W 350

Co–W 400–500

WC and W2C 1700–1800

CoO 380
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rial. Furthermore, the appearance of scratches testifies
to the adhesion properties of the film and the strength of
its contact with the substrate. The scratches on the stud-
ied samples have a plastic form, with no brittle fractures
and film splitting from the substrate. This fact testifies
to the good adhesive properties of the obtained cobalt–
tungsten coatings.

It is obvious that a high tungsten concentration in
the layer must give the best tribological characteristics
of the surface.

The results obtained in the work allow us to make
the following conclusions:

First, since the EDX-spectroscopy has shown the
presence of four elements (Co, W, C, and O) in all stud-
ied samples, it is reasonable to suppose that the depos-
ited alloys are not just a solid solution of Co–W, but
they may contain intermetallic compounds (e.g., CoW
or Co3W) and, probably, other possible compounds of
these four elements. Such potential compounds may be
tungsten carbides or oxides of cobalt and tungsten. Tak-
ing into account that carbides and oxides of Co and W
are characterized by high hardness (Table 2), we can
assume that their possible presence in the alloy

obtained by the electrolytic method will favor a
strengthening of the obtained coating.

Second, if, parallel with the solid solution and inter-
metallic compounds of Co–W, carbides and oxides of
these elements are formed in the electrochemical depo-
sition process, directly obtaining these compounds is a
challenging way to further strengthen the coatings and
improve other mechanical parameters, such as wear
resistance, corrosion resistance, etc. The method for the
regulation of composition and structure may be the
application of pulse conditions of treatment, following
the results presented here.

Third, the observed decrease of the microhardness
with the increasing “organic” phase content in the
deposit will be a solid limitation for obtaining layers
with the required mechanical properties.

It is shown in [2] that, due to an increasing W con-
centration in the alloy, the coating hardness increases,
but becomes considerably more brittle. Micromechani-
cal tests carried out by us have shown high plasticity of
indentations and scratches. This means that improving
the strength properties of Co–W coatings in the studied
case is not accompanied by increasing film brittleness.

Compositions and structures of the coatings obtained
in the present work cannot be considered optimal neither
with respect to concentration of components in the alloy
nor with respect to their mechanical properties. How-
ever, the correlations found between composition, struc-
ture, and mechanical properties may appear to be impor-
tant for mastering the conditions for obtaining coatings
of amorphous Co–W alloys with set mechanical proper-
ties. Therefore, further mastering of conditions (includ-
ing the pulse ones) of electrolytic deposition of cobalt–
tungsten alloys containing an optimal concentration of
carbides and oxides of the given metals to obtain high-
quality coatings seems to be relevant.

CONCLUSIONS
In this work, we have shown a correlation of pulse

conditions for obtaining by electrolytic deposition of
cobalt–tungsten films on copper substrate from the cit-
rate electrolyte, normally used to obtain amorphous
alloys, the microstructure of the obtained coatings, and
their micromechanical properties determined by the

Table 3.  Correlation of the microhardness characteristic value and chemical composition of cobalt–tungsten electrolytic
deposits

No. Microhardness Hv, 
kgf/mm2

Chemical composition, at. %

Co W C O

1 650–550 65–70 5–8 15–20 8–10

2 550–500 60–67 6–8 20–30 7–20

3 470–450 58–62 3–5 25–30 7–10

4 410–400 40–60 2–5 20–30 9–30

5 325–300 25–30 2–4 ~50 ~20

16

140

160

180

200

18 20 22 24
120

Hs, kgf/mm2

CW, mass %

Fig. 8. Dependence of the coating sclerometric microhard-
ness on the tungsten concentration in the alloy.
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methods of microindentation and scleroscopy (scratch-
ing). It was found that variation in the electrodeposition
conditions (e.g., transition from deposition on the mac-
rosample to that on the microsample) leads to signifi-
cant deviations in both layer composition and mechan-
ical properties. It is shown that, at the same average
density of current (3 A/dm2), the composition, struc-
ture, and mechanical properties strongly depend on the
frequency of the applied pulse current.

A correlation between the content of the “organic”
phase (carbon and oxygen) in coatings and their micro-
mechanical properties was found: a decrease in the
microhardness HV is accompanied by increasing con-
tent of these components. The presence of a correlation
between the sclerometric microhardness, reflecting tri-
bological behavior of the surface, and tungsten concen-
tration in the deposited layer is shown. The results of
the study can serve as a basis for further improvement
of the conditions and electrolytes for electrodeposition
allowing the required mechanical properties of the sur-
face to be obtained.
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INTRODUCTION

One of the main problems arising in studies of EHD
effects and, in particular, EHD flows in weakly con-
ducting liquids consists in visualization of these effects.
The problem is mainly related to selection of light-
reflecting tracers used for visualization of EHD flows,
since dielectric fluids are very sensitive to impurities
and additives to the fluid [1, 2].

Several methods for visualizing EHD flows are
known [1–3]. The method of visualizing inclusions is
one of the most popular. This method involves addition
of special visible tracers (foreign particles or air bub-
bles) to the fluid. These tracers move with the fluid, so
that in observing their motion one can determine the
character of a flow, its velocity, and other parameters.
However, this method imposes some constraints and
requirements on the tracers. Electric conductivity of a
tracer should not significantly differ from that of the
studied fluid, otherwise the tracer will acquire, under
the effect of an electric field, an electric charge different
from the charge of the ambient fluid. As a result of this,
its velocity may significantly differ from that of the
fluid. A difference in the dielectric characteristics of
suspended particles and the ambient fluid will result in
particle motion with respect to the fluid under the effect
of electrophoretic forces. The motion of suspended par-
ticles may also be affected by other phenomena and
factors related to the differences between the dielectric
properties of particles and the fluid surrounding them.

Dimensions of tracers should be small enough in
order to, on the one hand, not distort the motion of the
studied flow itself and not move with respect to the fluid
under the effect of electrical and gravitational forces;
and on the other hand, small enough for the tracer’s
tracks to be clearly distinguishable on a photo film or
on a computer display. The difference between the den-
sities of the tracer and the fluid should not be large. A
tracer’s boundaries should not change under the effects
of electrical and gravitational forces.

This set of requirements significantly narrows the
pool of substances that may be used as tracers.

In the laboratory of fluid electrohydrodynamics of
the Research Institute of Radiophysics affiliated with
St. Petersburg State University, small gas bubbles are
used for studying EHD flows. It has been shown that if
the bubbles have sufficiently small dimensions, it is the
EHD flow that drives the bubbles, since the bubbles are
virtually not charged by electrodes. Studies of the
behavior of gas bubbles have shown that the relative
error in the measurement of the velocity of an EHD
flow related to individual motion of the bubbles does
not exceed 5–10%. If gas bubbles are added to a fluid
through a capillary tube, one can control tracer dimen-
sions, implement the dosage of tracers, reduce pollu-
tion of a fluid to a minimum, and easily add tracers to
an observation field and remove them from the field.

EXPERIMENTAL FACILITY

EHD flows are studied with a unique facility devel-
oped at St. Petersburg State University. Over a number
of years, the facility’s design has been improved and
amended, but its conceptual design remains unchanged

 

ELECTRICAL PROCESSES
IN ENGINEERING AND CHEMISTRY

 

A Semiautomatic Method for Computer Processing 
of the Velocity Profile in EHD Flows

 

S. B. Afanasyev, D. S. Lavrenyuk, P. O. Nikolaev, and Yu. K. Stishkov

 

St. Petersburg State University, Research and Educational Center Elektrofizika, 
ul. Ul’yanovskaya 1, Petrodvorets, St. Petersburg, 198504 Russia

 

Received October 30, 2006

 

DOI: 

 

10.3103/S1068375507010036

 

Current meter

High-voltage

Optical slit

LED

Pump with a

Video capture

capillary tube

Video camera

 

E
xp

er
im

en
ta

l c
on

ta
in

er
w

ith
 a

 s
ys

te
m

 o
f 

el
ec

tr
od

es

 

Analog-to-digital

Air bubbles

Pulse

Voltage

generator

divider Modulatorpower supply
unit

converter

 

Fig. 1.

 

 Block scheme of the experimental device.
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(Fig. 1). The facility consists of the following main
components:

—Electric module. This block incorporates a high-
voltage power-supply unit developed on the basis of a
generator and a voltage multiplier. The block is
intended for generation of controlled high voltage
between electrodes.

—Video-channel block. This block is for recording
EHD flows. The flow is recorded to a computer by a
video camera and a video capture card and is concur-
rently displayed on the screen of a control monitor. It is
also possible to make snapshots of flows.

—Pulsed flashing unit consisting of a light diode
whose power is supplied from a special generator and a
system of lenses with which a light beam may be
focused in the studied area.

—Pneumatic channel intended for adding air bub-
bles of sufficiently small dimensions to a fluid through
a special capillary tube.

—Experimental container, which is a rectangular
vessel made of plastic and filled with the studied fluid.
The container also contains a system of electrodes.

COMPUTER PROCESSING OF RESULTS

During an experiment, EHD flows are recorded on a
videotape, or snapshots of the flows are made. There are
a number of proprietary programs available [4, 5] that
allow photos and video recordings of EHD flows to be
processed with high accuracy (to do so, a film is divided
into separate fields). The program operations are based
on the following algorithm: a separate flow line is
selected, which is represented in a photo as a set of
strokes or points (depending on the duration of the flash-
ing pulses). If the flashing pulses are short enough, loca-
tion of bubbles is represented in individual fields as
“points”; if, however, the pulse duration equals the half-
distance between bubbles, strokes are recorded in the
fields. For each trajectory, an approximating line is plot-
ted using Bezier curves. In the points where this line
crosses the strokes, marking points are set that contain
information about the flow’s velocity parameters. Based
on the coordinates of the marking points, the program
computes the components of the flow velocity in the
location of strokes. Afterward, the dependence of the
velocity components on the distance along a trajectory is
approximated and their values are updated. Similar oper-
ations are performed for all trajectories contained in a
photograph. Subsequently, information is consolidated
and the data on the velocity distribution are approxi-
mated for the entire area occupied by the flow.

Below, an original program called EHD-Reader is
described. This software package, developed by stu-
dents and lecturers of the physical department, is based
on an alternative approach to processing experimental
data. The main difference from the algorithms consid-
ered above is that the stage of preliminary preparation
of images in a graphics editor is skipped and data-pro-
cessing operations are partly automated. The developed
technique may be used for processing both photo and
video images.

Developed in a MATLAB environment, the pro-
gram consists of two units. One unit uploads and con-
verts graphical data, inputs coordinates (including
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automatic-search elements), and removes incorrectly
input points (distorted trajectories). The second unit
approximates input data, constructs fields on the basis
of individual points, and displays information on the
screen in a graphical form. Standard tools of MATLAB
libraries (Image Processing Toolbox and Spline Tool-
box) are used.

After the program has been uploaded (the main win-
dow is shown in Fig. 2), it is necessary to enter the path
to the directory containing a shooting sheet of the video
fragment where the experiment for study of an EHD
flow is recorded (File\Upload image). The window dis-
plays then the first frame of the studied sequence.

When a video film is prepared for processing of tra-
jectories, the selected film fragment is expanded into a
series of frames that are saved as separate numbered
graphical files (Fig. 3).

PROCESSING OF A TRAJECTORY

Processing of an individual trajectory consists of the
following operations. The position of a stroke on the
selected trajectory in the current frame is indicated with
the “mouse” and fixed by clicking the “Set point” but-
ton. When the button is clicked, the cursor coordinates
are read and sent to a function that determines the
brightest pixel near the selected point, converts it into a
binary form according to the set level, selects the object
containing this pixel, and returns the coordinates of this
object’s center. Graphical objects may be handled with
the tools available in the Image Processing Toolbox
library. The zoom function (Edit/Zoom) function
enables one to increase input accuracy.

After coordinates of three points have been entered
manually (Fig. 3), coordinates of the next points may be
found automatically. To do so, one should tick the
“Parameters/Automatic search” checkbox. An approxi-

mation parabola is constructed using the three last
points, and the new point is searched for in its vicinity.
If the automatic mode operates unsatisfactorily, the
user may delete a point input earlier or an entire trajec-
tory (the “Delete point” and “Delete trajectory” but-
tons) and enter coordinates manually as it described
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 Manual setting of the parameters of an EHD flow.
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above. As a result, a processed trajectory is obtained
(Fig. 4).

PARAMETERS

Image dimensions are set in the program in pixels so
that processed data are not informative. To transfer to

actual dimensions during the processing operation, one
can use the “Parameters” dialog (Fig. 5) called up by
the respective button or from the toolbox or from the
“Edit” tab of the main menu.

The popup menu prompts three options for setting
parameters:
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(i) 

 

default values

 

: the values incorporated in the pro-
gram that are used most frequently;

(ii) 

 

previous session

 

: the value of the parameters set
by the last user during the program sessions are used;

(iii) 

 

new values

 

: parameters are set manually. Let us
consider this option in more detail.

 

Manual Setting of Parameters

 

The main task performed by the user is to set the res-
olution to be used by the program, i.e., the value mea-
sured in cm/pixel that determines the number of centi-
meters per pixel of image. To do so, the user should tick
the “Set/Apply” checkbox (Fig. 6). Using the cursor

 

Contour velocity plots

Refresh

 

Contour velocity plots

Contour velocity plots

Refresh

Refresh

 

Fig. 9.

 

 Contour plots of the velocity field of an 

 

EHD

 

 flow displayed as (

 

1

 

) a vector field, (

 

2

 

) a 3D mesh, and (

 

3

 

) contour plot.



 

SURFACE ENGINEERING AND APPLIED ELECTROCHEMISTRY

 

      

 

Vol. 43   No. 1

 

      

 

2007

 

A SEMIAUTOMATIC METHOD FOR COMPUTER PROCESSING 23

 

(which changes its shape to a cross) location of two ref-
erence points on the image is indicated. (Any pair of
points may be used for this.)

After the coordinates of the reference points have
been determined, the actual distance between these
points (expressed in centimeters) is set in the “Actual
dimension” line.

Another important parameter is “Flashing fre-
quency,” i.e., the time interval between two adjacent
frames. This parameter is expressed in seconds.

After all parameters have been set, the “Set/Apply”
checkbox should be cleared, otherwise the changes will
not be enabled. The parameters will be saved after the
window closes; subsequently, they will be available as
described in the “Previous session” item.

RESULTS

After all of the flow lines of interest for the user have
been processed, the data may be analyzed in the
“Results” window (Fig. 7). The window consists of two
parts displaying, respectively,

(i) the 

 

X

 

 component of the velocity plotted as a func-
tion of the abscissa value;

(ii) the 

 

Y

 

 component of the velocity plotted as a
function of the ordinate value;

(iii) the vector plot of the velocity field with the
track highlighted;

(iv) the contour plots of the velocity field.

VELOCITY COMPONENTS

After photos have been processed, velocity compo-
nents of tracers become available (Fig. 8). However,
these quantities are only known at certain discrete time
moments. To determine the dependence of a particle’s
velocity on its position within the interval between
electrodes, the data are approximated by splines using
the least-squares method.

The “Segments” parameter sets the number of seg-
ments in the approximating spline, and the “Order”
parameter determines the order of that spline.

DISPLAY OF PROCESSED EXPERIMENTAL 
RESULTS

After each of the current-flow lines has been pro-
cessed separately, the overall picture of the EHD flow
may be constructed. The “Contour plots” section offers
different options for display of the studied velocity field
(Fig. 9).

(i) vector velocity field (Field);
(ii) 3D mesh (display in the form of a color palette);
(iii) contour plot (Contour) of velocities showing

data as velocity levels. Having clicked a point of inter-
est, the user will see its coordinates and the absolute
value of the velocity displayed on the screen.

Thus, the described program allows the user to con-
struct the velocity field of an EHD flow observed in an
experiment. The processed results may be displayed in
one of three forms (Fig. 9) and used for further process-
ing and determination of the velocity at any point in the
interval between electrodes.
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The theoretical models for the creation and transport
of a volume charge during thermal ionization (thermal
dissociation) of immobile and moving weakly conduct-
ing media (as well as in an electric field) described in
this study represent the natural development of the
models published in [1, 2] for the case of nonisothermal
processes. As before, we assume that thermal ioniza-
tion (thermal dissociation) evolves according to the
laws of classical Arrhenius–Boltzmann–Gibbs statis-
tics and the kinetics and the rate of such ionization (dis-
sociation) per time unit and per unit volume 

 

W

 

D, I

 

 satis-
fies the known equation of statistical physics (mechan-
ics)

(1)

In (1), 

 

k

 

B

 

 is the Boltzman constant, 

 

T

 

 is the absolute

temperature,  is the potential of ionization of an A
atom in the molecule of a medium with covalent chem-
ical bonds, and 

 

u

 

a

 

 is the activation energy of the mole-
cules in media with ionic bonds. In the case of dissoci-
ation, an analog of Eq. (1) for the constant of such a
process introduced below is presented together with the
ionization constant in [3] (in [3], self-dissociation of
impurity-free weakly conducting media and the effect
of a strong electric field on such media are studied; hep-
tane, widely used in practice, is considered an example
of such a medium). If a medium contains impurities,

 

1

 

which usually increase the natural conductivity of a
purified medium 

 

σ

 

0

 

, in calculating 

 

u

 

a

 

, 

 

i

 

, it is necessary

 

1

 

In particular, according to the data of [4], the low-voltage con-
ductivity of a purified transformer oil determined on the basis of
current–voltage characteristics is an order of magnitude smaller
than that of unpurified oil. To increase conductivity, special easily
ionized additive agents (mixtures) are often added to such media
[5]. In this study, ionization of AB molecules with covalent bind-
ings of type 2AB  A

 

+

 

B + AB

 

–

 

 as well as dissociation of mol-
ecules with ionic binding of type AB  A

 

+

 

 + B

 

–

 

 are consid-
ered. In the case of ionization, media with molecules consisting
of atoms A (like nitrogen in the air) with a sufficiently low ioniza-
tion potential and atoms B (like oxygen in the air) with a suffi-
ciently high electron affinity energy are considered.
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to take into account the characteristics of the impurities
affecting thermal ionization (thermal dissipation). To
apply such statistical kinetics with electron which are
similar to those widely used in statistical physics
(mechanics), we also introduce a well-known hypothe-
sis according to which the volume rate with which ions
are produced 

 

W

 

D, I

 

 = 

 

W

 

D, I

 

(

 

n

 

a

 

, 

 

n

 

p

 

) linearly depends on
the concentration of neutral molecules 

 

n

 

a

 

 (taking into
account the fact that the latter monotonically increases
when the absolute value of 

 

E

 

 grows, being limited by
the absolute value of the electric-breakdown field; it
increases as well when the (sufficiently small) concen-
tration of admixtures 

 

n

 

p

 

 that may be present in the
medium prior to its purification grows) with the respec-
tive proportionality factor 

 

K

 

,

(2)

(3)

which mathematically closes the set of differential
equations used in the theoretical models of earlier stud-
ies, for example [1, 2]. We assume that for the consid-
ered media a similar algebraic inequality holds:

(4)

We then have 

 

n

 

a

 

 =  

 

≈

 

 ; i.e., the density 

 

ρ

 

 of the

mixture as a whole may be approximately considered
equal to that of the neutral component of the molecular
carrier medium 

 

ρ

 

a

 

. Here, 

 

m

 

a

 

 is the mass of the neutral
particle. Integration of (1) yields
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To increase the absolute value of the flow velocity of
weakly conducting fluid media in a strong external
electric field (Fig. 1), admixtures are added whose com-
positions differ from those indicated in [5]. Such
admixtures enhance the electrophysical or electro-
chemical near-electrode ionization effects described,
for example, in [6] (in both uniform and nonuniform
strong electric field) owing to which the flows of the
considered media in such fields become more active. In
this study, media with specially added admixtures are
not considered. Apart from the purified media, only
media with admixtures present a priori are considered.
The coefficient of proportionality in linear dependence
(2) between the rate of production of simple and com-
plex (depending on the molecular composition of the
considered medium) ions and the concentration of neu-
tral particles, which is known in physicochemical pub-
lications as the constant of ionization (dissociation), is
assumed to grow if the temperature and the absolute

value of macroscopic electric field  increase, this cir-
cumstance being taken into account in the mathemati-
cal form of (2). Generically, such field should be con-
sidered electromagnetic; however, as it was shown in
[7], in weakly conducting (weakly ionized) media, the
effect of the induced magnetic fields on the studied
electromagnetic phenomena is so small that the mag-
netic fields originating from an external source are not
considered in this study. For theoretical description and
calculations of electrohydrodynamic characteristics, it
is sufficient then to use the electrohydrodynamic
approximation [8], where the system of Maxwell equa-
tions for the macroscopic magnetic fields decouples
from the main system of equations and may be not con-
sidered at all. The same refers to the equations describ-
ing variations in the concentration of admixtures,
which is small relative to the concentration of the mol-
ecules of the carrier medium. However, unlike a mag-
netic field that weakly affects the considered processes
in the polarizable but not magnetizable media, the
admixtures, as was noted above, affect the medium’s
conductivity. Therefore, it should be noted that the pos-
sible types of equations for the volume concentration of
admixtures are very similar to the equations for the
same concentration of charged components presented
here. The latter equations are presented below and pos-
sible types of equations for admixtures are also indi-
cated. The macroscopic Maxwell equations for the
strength of the sought electric field for the case of the
constant relative dielectric permittivity of considered
media 

 

ε

 

r

 

 may be presented in the standard form:
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(6)

System of equations (6) may be reduced to a single
scalar Poisson equation of the second order for the
potential of macroscopic electric field 

 

ϕ

 

. The methods
for solving the boundary problems for such an equation
whose right-hand side explicitly depends on spatial
coordinates are well known. However, in the case of
prebreakdown processes, the right-hand side of this
equation depends on the electric-field distribution;
therefore, the Poisson equation should be solved in
combination with other equations presented below. In
Eqs. (6), 

 

q

 

 = (

 

n

 

+

 

 – 

 

n

 

–

 

)Ze0 is the density of the volume
charge and ε0 is the permittivity of free space expressed
in the SI system of units. In the absence of an applied
strong electric field or before heating, the considered
media (beyond the diffuse layers near their boundaries)
are electrically neutral. Their low-voltage conductivity
σ0 at a constant temperature T0 before heating is related
to the presence in the medium’s volume of equal con-
centrations of charges n0+ = n0– = n0 that have different
signs. The quasi-neutral background of positively and
negatively charged particles may appear in a medium
that does not alter, as a whole, its content in accordance
with (1) owing to volume thermal ionization (thermal
dissipation) phenomena enhanced in prebreakdown
electric fields or when the considered media are heated
or partly burned. According, for example, to [1, 7], this
results in the formation of a volume charge character-
ized by a nonuniform distribution of electric fields and
temperatures in the considered viscous and sufficiently
dense media where, in contrast to dilute gas, mobility
hardly depends on the absolute value of the electric-
field strength. In addition, such a charge (according, for
example, to [6]) may be created near the boundaries of
the considered media with high-voltage electrodes. The
possible appearance of such a charge at other bound-
aries with solid, liquid, or gaseous media should be
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Fig. 1. The simplest layout of electric wind (flow of a
weakly conducting fluid in a strong electric field).
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studied. If the considered medium moves (also in the
presence of a strong electric field), the hydrodynamic
(gas-dynamic) transport of the forming volume charge
also affects its spatial distribution. We studied earlier
such an effect emerging in the volume of a moving
medium (see for example [2]), and it will be discussed
below in this study. The gas-dynamic transport of such
a charge near the boundaries of the considered media in
the conditions of possible breakdown has been
described, for example, in [5]. The value of σ0 may be
found theoretically from the condition of ionization
(dissociation) equilibrium determined by ionization
(dissociation) of the fluid (gas) molecules and recombi-
nation of the charged particles, which has about the
same rate. The rate of volume ionization (dissociation)
is then determined according to (2), while the recombi-
nation rate may be considered proportional to ionic
concentrations n± with proportionality factor Kr. Such
conductivity may be determined experimentally from
the linear segment of voltage–current characteristics
observed, in the case of the considered media, only in
weak fields. The conductivity value may be found in
handbooks or calculated by physical-kinetics methods.

Dependence of recombination factor (or constant)
Kr on ionic mobility of charges b± may be found from
the simple Langevin–Onsager relation [9]:

(7a)

For simplicity, the charges of positive and negative
free (in the case of dissociation, according to Bierrum
[9]) ions are assumed to be multiples of the multiplicity
value (valence Z). Herein, the value of e0 is set equal to
the proton charge. For a larger multiplicity (valence) of
an ion’s charge, e0 should be multiplied by the corre-
sponding factor. Formula (7a) is derived under the

assumption that the velocity of charges  moving

under the effect of an electric field is proportional to its

(macroscopic) strength , ionic mobility being the cor-
responding proportionality coefficient. In addition to
these velocities of the charges, it is necessary to take
into account their velocities that are due to molecular-

ionic diffusion according to Fick’s law [9]  =

 as well as the velocity of hydrodynamic trans-

port . Under conditions (3) and (4), this velocity may
be considered close to that of the medium. Coefficients
of ionic diffusion D± are related, under the assumption
of ideal plasma, to their mobility values b± by the
known Nernst–Townsend–Einstein equation

(7b)
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kBT
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The velocities of the elementary volumes of charged
components are then

(8)

Apart from Fick’s approximation (8), other models
may be used to determine the macroscopic components
of the medium’s components. For example, to deter-

mine  (velocity of the neutral component) taking into
account viscosity under conditions (3) and (4), the
Navier–Stokes equations [10] are used:

(9)

In formula (9), p and ν are the pressure and kine-
matic viscosity, respectively, of the medium’s neutral
component, which are close, under conditions (3) and
(4), to the corresponding characteristics of the medium

itself; t is time, and  is the gravity acceleration.
The formula for the volume density of the electric-

field force contained in (9) may be derived in accor-
dance with [11]. For incompressible media, the second
equation in (9), which is a consequence of the mass-
conservation law, is simplified, since, in the case of iso-
thermal regimes, the condition of constant density ρ =
ρ0 is satisfied for such media. In addition, since the con-
centration of possibly present uncleared impurities np is
small (relative to the concentration of the neutral mole-
cules of the carrier medium), the respective partial dif-
ferential equations used, for example, in [12], to deter-
mine the spatial and time distributions of this concen-
tration are not considered in this study. Such
differential equations with corresponding initial and
boundary conditions may be qualitatively studied or
quantitatively solved after having decoupled and solved
the electrohydrodynamic equations for the density,
velocity, pressure, and temperature of the carrier
medium; the densities of charged components; and the
electric-field potential. It should be noted that for a
broad class of dispersive media, the distribution of the
impurity concentrations satisfies the known equation of
convective diffusion. In some studies, for example [12],
the value of np is determined by applying the equation
of such diffusion in Fick’s approximation, which is
used here for ionic components. Outside the diffusion
layers near the boundaries of the considered media, we
will use a partial solution of such an equation that is
invariable in space and time, assuming that the concen-
tration of impurities before application of a strong elec-
tric field or heating of the medium is leveled with time
increasing by diffusion of impurities and affects con-
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ductivity in accordance with (1). In the dissociation
case, one should distinguish media with self-dissocia-
tion [3] and with dissociation of impurities (a kind of
weak electrolytes) considered, for example, in [9]. The
weakly electrolytic isothermal case where only impu-
rity molecules dissociate may be studied theoretically
similarly to the case of dissociation (ionization) of the
neutral molecules of the carrier medium (namely, in
functional dependences (2), as well as the formulas pre-
sented below, the concentration variables of the neutral
components of the carrier medium and the admixtures
should be swapped). The case of nonisothermal cre-
ation of charges is considered in this study only pro-
vided the rate of ionization (dissipation) of the neutral
molecules in the carrier medium is proportional to the
concentration of those molecules.

The continuity equation for charged components
may be represented, taking into account relation (8) and
Fick’s diffusion law, as follows [13]:

(10)

These equations are derived in vector form, for
example, in [13], by differentiating the field of a time-
dependent vector in the moving volume of the continu-
ous medium (the issue of correctness of the continuous-
medium approximation with a weak degree of ioniza-
tion (dissociation) of its charged components is not dis-
cussed here.) In the isothermal conditions and if the
concentration of admixtures is small (4) and density is
constant ρ = ρ0, the system of equations (10) combined
with Eqs. (6) and (9) becomes mathematically closed.

If  = 0 and T = T0, the value of KD, I may be found from
σ0, i.e., the value of conductivity under such conditions.
Namely, this may be done using equality WD, I = Wr in
absence of heating and a strong applied electric field
(beyond the boundary layers close to the boundaries of
the considered area where diffusion may be effective):

(11)

Equations (11) were derived on the basis of Eqs. (5),
which are known in physics and chemistry literature as
Arrhenius-type equations, and the Langevin–Onsager
relation (7a). In addition, Onsager has considered in [9]
the effect of a strong electric field on dissociation con-
stant KD for “loose” ionic pairs and has shown that such
a field does not affect recombination of the pairs. The
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effect of the electric field on KD may be described2 only

via the effect of  on ui (Frenkel–Plumley model [3,
14] for the case of ionic conductivity). Both the
Onsager model [9] and the Frenkel model for ionization
[14] or Plumley model for dissociation [3] that are
applied here are based on classical Arrhenius–Boltz-
mann–Gibbs statistics and kinetics [15]. In the Onsager
theory [15], transition to macroscopic values is made
after having found solutions of an equation of the Bolt-
zmann-equation type [8, 15] for the distribution func-
tion of the ensemble of the free charges created as a
result of dissociation in an applied electric field, rather
than after having solved sufficiently simple Eq. (1).

To close, in a mathematical sense, differential
Eqs. (9)–(11) in the case of heating or partial burning of
the considered media, a differential equation for heat
inflow is required as well as the algebraic equation of
state:

(12)

For an ideal and perfect gas, function (12) may be
represented in the form [13]

(13a)

and for an incompressible fluid under isothermal condi-
tions (in the Boussinesq approximation) in the form
[12]

(13b)

The equation for heat inflow taking into account
Joule heating for temperature T may be represented,
with the energy contribution relative to polarization,
viscosity, and chemical relations being neglected, as

(14)

In Eq. (13b), the specific coefficient of thermal
expansion is considered constant. In Eq. (14), the ther-
mal capacity for a constant specific volume for an ideal
gas and incompressible fluid is also a constant. How-

2 Reduction of ionization potential ∆Ui by an electric field is
described, according to [14], by a simpler formula: ∆Ui =

. Here rM is the maximum height of the potential

barrier in the Coulomb attraction of nuclei and electrons in the

field. Also  = e0| | (change in the work function

according to [18] and the binding energy ua of a molecule with
the particle charge |e| = Ze0 according to [3] are calculated in a
similar way). If the work of the electric field is taken into
account, the value of such a reduction should be doubled accord-
ing to [3, 14, 18]. In addition, we assume that a strong electric
field affects neither electron affinity nor, according to [9], the
recombination factor.
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ever, heat conductivity is assumed, for example, in the
case of an ideal gas with equation of state (13a) to be
linearly dependent on temperature. For media with
equation of state (13b) incompressible under isother-
mal conditions, heat conductivity may be considered to
be weakly dependent on T. The thermal gas-dynamics
equation neglecting thermal ionization (thermal disso-
ciation) of the considered media and formation of a vol-
ume charge are usually represented by all authors as
Maxwell equations for a microscopic electric field.
However, different authors represent the thermal elec-
trodynamics equation of type (10) in different forms.
For example, for ionic concentration n±, instead of
equations with diffusion (10), a momentum-conserva-
tion equation of type (9) may be used in the form

(15)

Here ρ± are densities and  are kinematic acceler-
ations of infinitesimally small (in a physical sense) vol-
umes of the mixture’s charged components, and p and

 are the pressure and volume densities of the external
forces acting on those volumes. Depending on the prop-
erties of ions, in analyzing mathematical relationships
for the densities of the resulting external forces, the
forces related to viscosity may be taken into account or
neglected. In Fick’s approximation [15–18], viscosity
is not taken into account for charged components
(unlike the neutral component) under condition (3);
however, according to [2, 19], it should be taken into
account when those components are created. Macro-

ρ±a± ∇ p±– f ±.+=

a±

f ±

scopic Eqs. (15) may be derived not only by the meth-
ods of continuum mechanics described, for example, in
[10, 13], but also from their microscopic analogs by
determining the corresponding momenta of the Boltz-
mann kinetic equation for the distribution function of
microparticles [8, 15]. In deriving the expression for

force densities , one may also take into account the
effect of these forces on collisions between charged and
neutral components, which is often studied in the phys-
ics of nonideal and partly ionized plasma [20]. For
example, macroscopic equations for the momenta of
charged components are represented in [21] as

(16)

Here α± are the constants that may be determined
from the characteristics of collisions between charged
components and neutral molecules. In addition, the
equation of state for ionic components (16) is repre-
sented in approximation (13a) for an ideal ionic gas. In
the case of a nonideal ionic gas, these equations may
become more complex if collisions with charged com-
ponents and between neutral components are taken into
account. More often relation (16) is replaced with equa-
tions for momenta or flows thereof derived either in
Fick’s approximation or according to the Euler
approach (without taking viscosity into account) in
combination with the corresponding mass continuity
equations presented above. Equations (16) for ionic
components are partly similar to both models. For
example, Eqs. (16) contain all the terms that are con-
tained in the momentum equation (except the viscous-
friction forces). It is such an approximation that is
called the Euler equations for a nonviscous gas. Unlike
the Euler equations or (viscosity being taken into
account) the Navier–Stokes equations, formula (16)
contains a term that takes into account collisions of
uncharged and charged components whose quantitative
effect is proportional to relative velocities. In finding
the characteristics of gas-dynamic jets heated to the
temperature of low-temperature plasma, study [21]
assumes that they obey the conditions of local thermo-
dynamical equilibrium.

In this approximation,  = 0 and Eqs. (16) reduce
to Fick’s diffusion equations (8). In study [21], these
equations, which are generically not closed in the math-
ematical sense, were solved for the case

(17)

Approximation (17) is justified for the distribution
of the potential field induced in heated turbulence gas-
dynamic jets (Fig. 2). Equations (16) become closed
with Maxwell equation (5). If quasi-neutrality is
assumed, which is typical of plasma media with T >
1000 K [20, 21], Eq. (16) may presumably be solved
without involving Maxwell equation (5). This was the
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Fig. 2. Layout of experiment [21] for determination of the
distribution of the potential in thermally ionized jets: (1)
thermal diffuser; (2) fixing device; (3) jet; and (4) electrode
for determination of the potential.
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method that was used in [21] to solve these equations.
In the general case, even if distribution of u and T are
given, Eqs. (5) and (16) are not sufficient to obtain
mathematically closed equations of thermal ionization
(thermal dissociation); they have to be completed with
continuity-type equations (10). Such an approach was
used in [22] to amend theoretical solutions for the elec-
tric potential of thermal ionized immersed jets that do
not flow around solid walls, which was published in
[21].

However, in deriving solution in [21], the contribu-
tion from diffusion and charge drift in an electric field
was taken into account, while in [22] only the contribu-
tion from the hydrodynamic transfer of the volume
charge created in a heated jet was considered and no
assumption regarding plasma quasi-neutrality has been
made. Generalization of and amendments to the results
presented in report [22] are described below in this
study. The theoretical model of [21] is hardly applica-
ble to calculations of the characteristics of thermal ion-
ization (thermal dissociation), conductivity, and fluxes
in the region of strong electric fields, in particular, to
[23]. However, the theoretical model for calculating the
thermal physical and electrical-engineering character-
istics of weakly ionized (weakly dissociating) heat car-
riers used in energy-generating facilities considered
here may also be used for strong applied electric fields
(Fig. 1). In contrast to our earlier publication [24], in
this study, another formulation of the problem is con-
sidered for constant p = p0 in the spatial area. Namely,
we consider the effect of a weakly conducting (weakly
ionized) medium’s pressure on the current–voltage
characteristics in a strong applied nonuniform electric
field (in [24], the problem has been solved only in
application to experimental results [23] where a special
vacuum pump was used to change pressure p0; the
experiment also involved the study of the effect of this
pressure on the measured Townsend (observed) corona-
ignition voltage Uk). A more complex (as compared to
[24]) problem is solved here, since the results of [24]
cannot be used for calculating the energy consumed by
electric filters as a function of the ambient pressure and
the pressure p0 of the medium undergoing cleaning in
these devices (which have been commercially used for
a long time). To do so, as in our earlier studies, we use
a reduced (simplified) system of Eqs. (5)–(10) not tak-
ing diffusion into account. In addition, we neglect the
effect of electric-wind jets as hydrodynamic (gas-
dynamic) transport of the generated volume charge on
potential ϕ. When the difference between mobility val-
ues b± are taken into account, this system differs,3 from

3 In problem [22] for the potential of jets heated to plasma temper-
atures, the mobility values may be the same or different. In the
case of quasi-neutrality, it follows from (19) that the difference
between the mobility values weakly affects the sought character-
istics. The flow effect on the distribution of ϕ in electric filters is
insignificant, and in heated jets it becomes a dominant effect for
the case of low ϕ in the created plasma.

a similar system presented, for example, in [1] by addi-
tional terms:

(18)

In deriving (18), in addition to Langevin formula
(7a), Eq. (11) was used. If impact ionization by free
electrons in a strong electric field, which is more typical
of dilute gases, is neglected, the explicit form of addi-

tional-ionization function Ψ( , T) may be derived
according to Frenkel or similarly, in the case of dissoci-
ation, according to [3] and Onsager [9].

The conditions under which one may neglect diffu-
sion and convective components of current densities
have been derived in [2]; they are part of the conditions
for similarity between ionization (dissociation) and
recombination. In this case, the system of electrody-
namic macroscopic equations (18) together with the
Maxwell equations (5) decouples from the Navier–
Stokes hydrodynamic equations [10, 13] and may be
solved independently. To obtain conditions for chemi-
cal or ionization (dissociation) equilibrium (beyond the
diffusion boundary layer and in the hydrostatic approx-
imation), Eq. (18) is rewritten for dimensionless vari-
ables:

The new variables are defined using L, the charac-
teristic dimension of the variation of variables U,
applied electric voltage σ∗, conductivity of the self-
neutralizing background that belongs to the type of
conductivity of the quasi-neutral plasma [20] or an
electrolyte [17] owing to dissociation (ionization) of
fluid (gas), and T∗ is the characteristic temperature.
System of Eqs. (5) and (18) then has the form

(19)
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In (19), differentiation is performed with respect to
the dimensionless coordinate (characteristic length L)

and ( , ) = Ψ(E∗ , T∗ ).

In the zeroth order in δ (δ � 1), conductivity is a
known function of the electric-field strength, which, in
the same approximation, does not belong to the Laplace
type. The volume charge appearing in the first approxi-

mation in δ affects the total value of . Its density q
may be found in this approximation from the equations
derived from (19). Expressed in dimensional variables,
they have the form

(20)

Additional conditions for dissociation (ionization)
equilibrium in the case of a moving medium may be
derived in a similar way. For a needle high-voltage elec-
trode close to a pointlike one, owing to its small dimen-
sions, one can search for solutions of (20) depending on
spatial coordinate r alone; their variations with latitude
and longitude can be neglected. In this problem, the dif-
ference between the values of b± yields (in contrast to
problem [21]) the contribution to only the quadratic
order of smallness in σ. If, for T = const, conductivity
in weak fields σ0 is only related to admixtures, the
dimensionless criterion of similarity for the studied
phenomenon δ increases when E increases. and in
strong fields it becomes quite large. If δ � 1, when the
volume charge is created beyond the boundary layers
not only owing to ∇σ but also to emission (injection)
from a cathode, the solution of (19) can be sought in the
form

(21)

The latter inequality may be observed also when the
medium’s mobility increases—in particular, mobility
increases as a result of phase transition from liquid to a
dilute gas that complicates both the entire model (since
creation of electrons should be taken into account) and
the form of Ψ, for example, due to the onset of the
impact collision of molecules by such free electrons
accelerated by strong electric fields.) The same conclu-
sions hold as well when σ does not increase if the abso-
lute value of the field strength increases. Solutions of
type (21) may be used, since diffusion is neglected only
outside the vicinity of the boundary layer of a high-
voltage electrode. In corona-discharge theory, such a
unipolar charged zone is usually called the external
zone of a discharge [7]. In the case of a positively
charged electrode (which sometimes creates an optical

Ψ̃ E
˜

T̃ E
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E
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----------------------------;=
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⎪
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⎪
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σ b–q.=

corona), instead of (21), the following class of solutions
should be sought for such a zone:

(22)

This solution also corresponds to the case δ � 1. In
this limit, the current on the boundary both in case (21)
and (22) is related to carriers with only one sign of
charge.

In the case of the emission boundary conditions for
the current density

( j– = j( ) = b–qE (23)

on the needle high-voltage cathode and j+ = j(d) = 0 on
the anode), a 1D solution of such system has been
obtained, among others, in [21]. For this solution

(24)

In Eq. (24), I is the amperage of the current passing
through the system of electrodes and a weakly conduct-
ing medium, which is assumed in this study, as well as
the high voltage applied to the electrodes, to be time-
independent (flows in a variable electric field are
described, for example, in [6]). The integration constant
C in the unipolar conductivity equations (24) is deter-
mined from work function e0χ taking into account the
effect of the electric field on the work function [18]:

(25)

It is reasonable to use a boundary condition that cor-
responds to the dominance of thermal emission (with
respect to other ionization or injection surface pro-
cesses) with subsequent adhesion of the electron to
molecules in order to determine C near the cathode,
heated at least to the temperature of a low-temperature
plasma. It may also be used to study processes in the
vicinity of a flame located in a strong electric field [18]
provided that the composition of the media remains
unchanged in this area (only in the area of partial burn-
ing). Solution (24) with integration constant C deter-
mined from empirical boundary conditions at room
temperature was noted in many studies where only the
media with unipolar conductivity were considered, as
well as in electrodynamic problems not taking into
account hydrodynamic effects.

In the considered approach where C is determined
through formula (25), Ar is the universal Richardson–
Deshman thermal-emission constant determined by
quantum-mechanical methods, Tw is the temperature of
the cathode prior to a field being applied, and r is a
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characteristic radius of the electrode with a near-elec-
trode diffusion boundary layer. In this study, it is
assumed that the electric current flowing through a cir-
cuit of the type shown in Fig. 1 weakly changes the
temperature of the heated cathode, in the vicinity of
which thermal gravitational convection may appear in
addition to the electric one. Earlier, the voltage of the
“corona ignition” type and other sought for quantities
were calculated via formulas that contain a constant 
variable within reasonable limits. In developing tech-
niques for calculation of the required characteristics in
this study, formulas have been developed that do not
contain this constant. In the derivation of these formu-
las, it has been taken into account that the distance
between electrodes satisfies the condition d � .
Using this condition, one can obtain an expression for
the applied voltage for media that is an integral of E
determined via (24):

(26)

Applicability of this formula for a cold cathode has
been justified in our previous study [24]. In the case of
a cathode heated to plasma temperatures, the sufficient
condition for applicability of formula (26) has been

shown to have the form of inequality  � 1. We have

derived this inequality from formulas (24) and (25) and
the second mean-value theorem for Riemann integrals.
In the case of ideal gases whose equation of state is
described by (13a), formula (26) may be used to ana-
lyze the effect of pressure on prebreakdown current–
voltage characteristics. The quadratic dependence of
the current on voltage that follows from (26) has been
qualitatively confirmed (Fig. 3) by the results of the
experiments of [23], where the “corona” was observed
in air near a high-voltage pin which is not always the
case in the considered liquids and dense gases. It is for
plotting the theoretical curve in Fig. 3 according to for-
mula (26) that the equation of state (13a) was used and,
in addition to (7a), one more Langevin result, according
to which the product of density and mobility is con-
stant. A quadratic current–voltage characteristic also
follows from processed data on prebreakdown experi-
ments with dielectric weakly conducting liquids [6].
This dependence can also be confirmed theoretically
for the conditions of equilibrium volume isothermal

dissociation (ionization) in the case of Ψ( , T0)/Ψ(0,

T0) = Ψ0( ), determined according to Frenkel [4] or
according to [3] with an elementary charge that is a
multiple of Z:

r0'

r0'

U
2Id
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E

E

(27)

In this case, for the field in a vicinity of a high-volt-
age spherical or semispherical electrode whose radius
is small (relative to the distance between electrodes)
(see Fig. 1), the authors of earlier studies, for example,
[16], have obtained an analytic solution (20):

(28)

As follows from (28), the difference between the
absolute value of the strength of a self-consistent field
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Fig. 3. Comparison of the theoretical dependence of the
voltage of a “corona” discharge on the pressure of an ambi-
ent medium yielded by (26) with measured results [23]: (1)
results of experiments [23] and (2) a theoretical curve cor-
responding to Eq. (26) and experimental conditions [23].
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electric field and that of the applied field is small pro-
vided only that

(29)

i.e., in the case when the flows from high-voltage elec-
trodes are not developed according to [6]. If I or U
increases, current–voltage characteristic (29) becomes
nonlinear, and if

(30)

the corresponding passage to the limit in (29) yields

(31)

The effect of r0 on the current–voltage characteristic
is small similar to the regimes of unipolar strongly non-
equilibrium ionization (dissociation) for which this
conclusion follows from (29).

The quadratic current–voltage characteristic
remaining valid in the conditions when the hydrody-
namic transport of charge under the electric wind in liq-
uid weakly conducting media affects the spatial distri-
bution of this charge has been experimentally found in
[6] not only for unipolarly charged fluids. According to
[6], the same empirical dependence is the most charac-
teristic also for the velocities of developed flows. In the
case of undeveloped flows, the empirical value of the
exponent in the voltage dependence of the axial veloc-
ities of jets (see Fig. 1) is, according to [6], larger. This
conclusion is obtained below in a theoretical way.

According to [6], for such flows u(x, 0) ∝ uℵ, ℵ = 3.
Theoretically, such a decrease in the exponent when U
increases and the undeveloped flows of the electric
wind become developed can be obtained for the condi-
tions of equilibrium ionization (dissociation) for which
the current–voltage characteristic is described by formu-
las similar to (29) and (31). In [16], for these conditions,
an analogy was used (for the case of an active high-volt-
age needle and spherical electrodes (see Fig. 1) close to
pointlike) between the electric wind and an axial-sym-
metric jet being discharged from a nozzle into a space
filled with the same medium and not flowing around
walls or other solid items like cylinders, ellipsoids, or
cones when propagating in the medium. Ostroumov [7]
was the first to propose such analogy; however, in the
cases when the jet is an additional source of mass, this
analogy, as has been shown in [6], is not applicable. It
may be applied to the structure of a flow (for example,
for Landau infinitely narrow jets [10]) characterized by
the weak effect of the additional mass brought by the jet
as compared to the mass of the medium; however, on
the other hand, an electric-wind jet, which is not a
source of mass, may be compared with infinitely nar-
row jets from a pointlike momentum source [10] only
provided that the density of Coulomb forces rapidly
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falls when the distance from the high-voltage electrode
(close to a point source) increases. In this case, calcula-
tion, according to [10], of vector constant P of the
momentum of jets whose velocities are calculated
under the assumption that the mass-source characteris-
tics are close to zero, is reduced to calculation of the
integral

(32a)

where V is the volume of the semispace in the direc-
tion away from a needle or semispherical electrode
(see Fig. 1). A mathematical proof of equality (32a) has
been presented in earlier publications of the author of
this study, although the statement itself has been made
in works of other authors, for example, [12]. Since in
spherical coordinates

this integral converges provided that

(32b)

where ℵ > 0, F is a constant majorant and r is the dis-
tance from the center of an electrode whose topology is
close, owing to its small dimensions, to a pointlike
(small spherical) electrode or the radial coordinate.
Equilibrium solution (29) satisfies condition (32),
whereas nonequilibrium solutions do not. Therefore, in
[25], where unipolarly charged jets were considered in
a strongly nonuniform electric field (see Fig. 1), the
structure of the solution proved to be more complex
than in [2], where the Landau–Shlichting solutions [11,
12] were used and momentum P was calculated using
solutions (29). Note that in magnetic hydrodynamics
(for example, in [12]) the analogy described above is
also widely used; however, no criterion for the pointlike
character of the Ampere force creating magnetic hydro-
dynamic jets similar to (32) has been derived. In limit-
ing case (30a) for undeveloped flows, study [16] pre-

dicts u ~  in accordance with the results of Gibbins’
experiments [19]. In limiting case (30b) for r =

 � r0 (see Fig. 1), the formulas for Shlichting
jets [12] have the form
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Quadratic dependence on U or linear on I follows
then from (32a) for the axial velocity of developed jets.
In addition, formulas (33) confirm the experimentally
observed weak dependence of the velocities of preb-
reakdown flow on the curvature radius of a thin high-
voltage electrode. Independence of the velocities of
such flows from Z, which follows from (33), indicates
that these formulas may be used to calculate the veloc-
ities without preliminary determination of this initial
constant by calculations or experiments based on the
composition of the medium’s molecules (the medium’s
dielectric permittivity is assumed to be a reference con-
stant similar to mobility and low-voltage conductivity).
For prebreakdown jets with planar symmetry (planar
jets from high-voltage blade-shaped electrodes), corre-
sponding Shlichting formulas were also used earlier
[2].

It should be noted that for Shlichting jets, structure
(33b) is maintained also for turbulence regimes where
the kinematic viscosity should be replaced by apparent
turbulence viscosity. Momentum P of gas-dynamic
(plasma) jets from jet engines (see Fig. 2) is then equal,
according to (32a), to their thrust. Equation of state
(13b) may often be used as well for heated media, in
particular, for infinitely thin (weakly diverging) jets of
such media. The estimates made in performing this
study for the conditions of experiments [21] show that
the density of gravitational force in momentum equa-
tion (9) may be neglected as compared to the inertia
term in those equation. Formulas for the equilibrium
distribution of absolute temperature T for constant ther-
mal conductivity in such jets taking into account (33b)
(as described, for example, in the monographs by
Loitsyanskii, where submerged jets flowing around
walls are also considered) may be derived from (14). If
the axial distribution of the electric potential is given by
(6) with the conditions along the axes of such jets close
to (17) and if the relations

(33c)

are satisfied, we obtain a 1D Poisson equation using
also the charge-conservation law presented in the inte-
gral form:

(34)
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The boundary conditions for this equation may be
represented in standard form:

(35)

In (35), rc, Rc, and lc are characteristic dimensions of
the jet nozzle, and d is the maximum distance between
a diffuser and a net-shaped electrode (see Fig. 2) on
which the electric potential in the jet may be measured.
We have not yet solved the problem whether the empir-
ical boundary solution at a distance of d from a nozzle
may be replaced by a stricter one (derived from theoret-
ical consideration). However, in this study, unlike a
number of earlier publications, the full electric current
has been determined not empirically but from the
known Richardson–Deshman formula for the current
density (from a metallic nozzle). Unlike [26, 27], a
modification of this formula (34) was used here.
Because of this, it was possible to derive final formulas
for calculating the spatial distribution of the sought for
potential taking into account how the electron affinity
energy of the molecules in the moving heated medium
affects the spatial distribution of the electric field gen-
erated in this medium. We have not considered this
effect previously. For current I that follows from (33),
solution (34) with boundary conditions (35) for the spa-
tial distribution of the potential may be represented in
the 1D approximation in the following form (flow rate
J in (34) is found via the Shlichting formula for the case
of a strong (turbulent) jet whose derivation may be
found, for example, in [28]):

(36)

In contrast to the solutions of macroscopic equa-
tions (16) derived in [21], which have been obtained
earlier, distribution (36) enables calculation of the max-
imum in the spatial distribution of the potential
observed in experiments [21]. The maximum that fol-
lows from (36) is located (close to the experimental

value) at a distance of  from the source,

which is also close to the empirical value [21], where

(37)

It should be noted that in experiments [21] the mass
brought by a jet weakly affected the mass that was
entrained in motion by that jet owing to small dimen-
sions of a nozzle as compared to the volume of consid-
ered medium (see Fig. 2). Therefore, the theoretical
solutions for the equations of motion of viscous media
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[10, 12] obtained analytically, as was indicated in [28]
in an approximation of an infinitely narrow jet are
applied in this study for description of both electric
convective and thermally ionized jets. A plot of spatial
distribution (36) where I was calculated via our modifi-
cation of the Richardson–Deshman formula (34) is pre-
sented in Fig. 4 as theoretical curve 1 calculated for the
conditions of experiments [21] with a net-shaped elec-
trode. The jet temperature near a nozzle was 2370 K (to
ensure such a value of T, a nitroglycerin ballistic fuel
was used), and the exhaust velocity was 1380 m/s indi-
cating that the formulas for turbulence jet may be used
to calculate the sought potential. The critical radius of
the nozzle’s truncated cone was 2.2 mm, the generatrix
of that cone was 75 mm, and the nozzle height was
50 mm. The jet thrust was 230 N and the maximum dis-
tance from the nozzle at which the electric potential
was measured along the jet axis was 2 m. Since the
dielectric permittivity of air at room temperature is 1.1,
i.e., close to r1, the same value was assumed for the
heated air jet. According to reference data, the work
function for extraction of electrons from a steel nozzle
was taken to be equal to 4.36 eV and the energy of affin-
ity of the oxygen molecules in air to electrons to
−1.8 eV. It is noteworthy that a simple comparative
analysis of the work functions, ionization potentials,
and electron affinity energies is presented, for example,
in [20] (according to [17], in the dissociation case, the
exchange current and the electrochemical potential
near an electrode surface are analogs of the emission
current and the work function for the electrode surface).
However, the exchange currents and electrochemical

potentials have been studied for weakly dissociating
media in [17] and other monographs devoted to electro-
chemistry in a significantly less comprehensive way
than strong electrolytes. When calculating the distribu-
tions of electric potential in heated jets according to for-
mulas (36) and comparing them to experimental data,
we have improved the agreement between these calcu-
lated data and results of experiments [21] relative to a
comparison of the results presented in earlier publica-
tions with the results of those experiment presented, for
example, in [26, 27] (in the calculations of [26, 27], the
effect was neglected of the affinity energy of the oxy-
gen molecules in an air jet to the electrons emitted from
a metallic nozzle on the sought for distribution of the
electric potential in the jet.) In this study, similar to ear-
lier ones, only experiments with a net have been theo-
retically analyzed (see Figs. 2 and 4). To analyze exper-
iments with continuous metallic or liquid electrodes,
2D and 3D electrodynamic problems have to be solved.
The theoretical results described above seem to be
applicable in practice both for facilities that have been
commercially used in industry (such as electric filters
or oil electric dehydrators) and in aircraft engineering
(jet engines), as well as for the development of new
electric hydrodynamic devices, such as electric hydro-
dynamic pumps [29] or generators [30]. In the devices
of former type, calculations of volume charges, electric
fields, and current–voltage characteristics based on the
techniques proposed in this study as a synthesis of
methods [31] and [32] may yield more accurate results
for the electric power and energy consumed. In addi-
tion, these techniques may be used to prevent electric
breakdowns in such devices.

For the electric hydrodynamic pumps and genera-
tors that are currently being implemented in industry,
the pressures, flow rates, and power values needed for
their design may be calculated using the analytical for-
mulas for electric fields, pressures, and flow velocities
due to fields of narrow high-voltage electrodes pro-
posed in this study. A description of a design for an
electric hydrodynamic pump as well as the technique
for calculation of the pump’s pressure and flow rate is
presented, for example, in our study [29] where it was
shown that high-voltage blade-shaped electrodes
should be used rather than needle electrodes proposed
in [30]. Similarly, for the case of thermally ionized
flows, it was shown in [27] that the comparison of the
maxima of the calculated potential for planar and axi-
ally symmetric jets yields the planar jets that are pref-
erable for electric hydrodynamic generators.
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1. INTRODUCTION

Processes of space-charge generation in low con-
ductive liquid dielectrics in electrostatic fields are still
the focus of attention of researchers investigating elec-
trophysics and electrohydrodynamics (EHD) of liquids,
judging by the programs of various international
forums and conferences on the topic [1].

This is understandable, since the problems of charge
formation have not been clearly explained as yet, and
this hinders more adequate developments in the fields
of research noted above. The following known types of
space distributions of electric potential between the
plates in a plane-parallel capacitor filled with a liquid
under investigation have been considered as standard
cases (see figure): a heterocharge (curve 

 

1

 

), a homo-
charge (curve 

 

2

 

), and monopolar distributions (curves

 

3

 

, 

 

4

 

). However, during the past few decades, a fine
structure a few tenths of a millimeter in thickness of the
near-electrode charged layers in a liquid was found [2,
3] that considerably modified the classical distributions
(curves 

 

1

 

(

 

4

 

)). It was found that for small (initial) volt-
ages across the test cell, the 

 

ϕ

 

(

 

x

 

) distribution corre-
sponds to the heterocharge type (curve 1). When the
electrode potential difference increases over some crit-
ical value 

 

U

 

 

 

≥

 

 

 

U

 

CR

 

, the sublayer adjoining the electrode
surface gains the charge of the same sign as the elec-
trode holds (a homocharge), whose density passing
through the zero point (

 

ρ

 

 = 0) reverses the sign to its ini-
tial (opposite) type. Peaks appear in the 

 

E

 

(

 

x

 

) distribu-
tion of the field strength in the near-electrode layers
(curve 

 

5

 

). This means that space-charge bipolar struc-
tures in the near-electrode boundary layers have been
formed. Detection of the bipolar structures is of princi-
pal importance, since it provides a new approach to the

theory and description of numerous secondary electro-
hydrodynamic phenomena. Nevertheless, the very fact
of the existence of such structures is sometimes consid-
ered questionable because the probe method that per-
mits detection of the bipolar field distributions is not
applicable so close to the electrode surface region.

However, further investigations, including theoreti-
cal studies, have confirmed the reliability of the
obtained results [4]. The authors of [2, 3] themselves
have quite logically explained the formation of homo-
charges at the electrode surface, when the critical field
strength (

 

E

 

 > 

 

E

 

CR

 

) is reached. Namely, the charge injec-
tion processes from the electrode prevail over the
charge migration transfer from the interior of the liquid
to the electrode [3]. We have also put forward an idea
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[5] that, when the liquid gains a heterocharge, the near-
electrode field strength increases to a magnitude high
enough to produce an electric “microbeakdown” in the
surface liquid layer, which leads to a dramatic drop in
the initial “breakdown” field strength. Hence, a layer
appears with higher electrical conduction and lower
field strength. The physical meaning of the explana-
tions is the same, but the main problem is to develop a
mathematical model for the discussed phenomena. In
[5] an attempt was undertaken to propose such a model
based on a microbreakdown idea, which is still far from
complete. The objective of the paper is to clarify the
possibility of the existence of bipolar structures in the
framework of the classical Nernst–Plank and Maxwell
equations. If this possibility is confirmed, the next step
of our investigation will be to solve the problem in its
final form.

2. GENERAL SET OF EQUATIONS:
BASIC EQUATION AND SIMILARITY CRITERIA

Since experimentally bipolar structures may be
detected by introducing impurities in the liquid under
investigation, the system is multicomponent and partial
current densities are expressed as the sums

(1)

where 

 

m
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 is the number of components, respectively.
Introducing the averaged coefficients for mobilities  
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 and diffusion  
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(2)

we obtain the case of a two-component system:

(3)

where prime means the derivative with respect to 
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. It is
worth noting that averaging of Eq. (2), strictly speak-
ing, do not provide a constant over the volume coeffi-
cients 
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) dependences, but due to
the linear-fractional character of dependences 
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So, we assume them to be constant. Furthermore, we
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also assume k+ = k– ≡ k and D+ = D– ≡ D; the asymmetry
is taken into account via the inequality in the rates of
chemical reactions at the electrodes, which leads to the
inequality j+ ≠ j– (see below).

The only significant assumption adopted is the ful-
fillment of the conservation law of densities of partial

currents: div  =  = 0 ⇒ j+, j– = const. However, this
assumption does not seem very restrictive because it
has been approved in electrochemistry [6], where
charge carrie concentrations are much greater than for
the case of dielectric liquids.

Taking into account all the above and performing
addition and subtraction in (3) we obtain a set of differ-
ential equations closed with respect to E, ρ, σ, ϕ with
the appropriate initial conditions:

(4)

where the space charge density ρ, specific conductivity
σ, the sum j and difference δ of charge densities are
given by the formulas

(5)

here σ > 0; j ≥ 0, ρ ≥ 0, δ ≥ 0 or ρ < 0, δ < 0. The coor-
dinate origin coincides with the left capacitor plate, and
the right one is grounded. The plate spacing is denoted
as l.

Substituting the second equation from set (4) into
the third one and integrating we obtain

(6)

In the dependence, σ0 is the function of the field
strength E0, but σ is also meaningful with no field
applied (a low-voltage conductivity denoted as σ∗).
Then, assuming in (6) σ = σ∗, E = 0, δ = 0( j± = 0) we
obtain

(7)

Substituting (7) into the first equation in (4) gives
the basic equation for the charge formation process:

(8)
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This is the Painleve equation [7]; we reduce it to
dimensionless form. Introducing the dimensionless
field strength E = E0η(ξ) and coordinate x = lξ we
obtain

(9)

where the following notations for dimensionless simi-
larity complexes are used:

(10)

here τ∗ ≡ ε/σ∗ is the time of electrical relaxation. It
should be noted that introducing the dimensionless
potential ϕ = Uχ, χ into the last equation in set (4) we
obtain

(11)

that is, one more similarity complex π4 appears contain-
ing the voltage U.

The following initial conditions provide the single-
valued solution of Eq. (9):

(12)

where the initial (for x = l) charge density ρ0 is taken
equal to zero, which occurs at least in the case of a sym-
metrical field distribution (figure, curve 1).

Taking into account (9) and (12), we conclude that
solutions for any problem in the process under discus-
sion are also, except for the independent variable ξ,
functions of four similarity parameters (10):

(13)

It follows that the solutions are identical in various
processes (problems) for the same values of parameters
πi (  = ); therefore, the πi complexes are the simi-
larity criteria in the processes being discussed. Further-
more, note that introducing these parameters, we have
reduced the dependence of the field strength on eight
dimensional parameters j, E0, ε, K, σ∗, D, δ, l to its
dependence on only four parameters, according to the
π-theorem requirements. Designing experiments, as
well as practical application of the results, becomes
more evident on the basis of analogous parameters.

3. ON BIPOLAR STRUCTURES

Consider a basic equation that allows to assess the
possibility of the existence of solutions describing the
structures under discussion from the point of view of
their specific features, namely, the roots of equations
ρ(x) ~ E'(x) = 0 and ρ'(x) ~ E''(x) = 0. Consider several
individual particular cases.

3.1. The stage of initial polarization, no current
in the circuit (π2 = 0, π3 = 0)
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Equation (9) takes the form

(14)

Since 
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 > 0, 

 

η

 

'' > 0, which is the distribution is con-
cave everywhere; this corresponds to the heterocharge
field distribution according the general physical con-
cept above. The distribution of curve 
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 (see figure) also
gives evidence that no bipolar structures may be formed
in this case. For this case, the exact solution of Eq. (14)
may be obtained using the elliptical integral of the first
kind 
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sections of the paper.
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Equation (9) takes the form

(15)

The right-hand side of (15) has the only positive root
that divides the 
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) plot into a convex part 
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and a concave part 
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) > 0. The point 
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) =
0 is the position of the extremum for the charge density
curve. One of the necessary conditions for existence of
the sought-for structure is fulfilled, so we may continue
the search. For this we find the derivative 

 

η

 

' (the dimen-
sionless charge density) from (15):

Integrating the equation, taking into account initial con-
ditions (12), we obtain

(16)

The right-hand side, except for the known root 
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 =
1 from the initial conditions obviously has one more
positive root that also divides the domain of definition
of the function into a positive part (
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 > 0) and a negative
part (
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 < 0).
Hence, the existence of the root (although for the

field strength only) 
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 = 0 suggests that bipolar
structures are admissible even in the symmetrical case.
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This is the most interesting case because a much

larger set of possible variants exists for the sign of the
second derivative 

 

η

 

'' than in the previous cases, or this
sign also explicitly depends on the 

 

ξ

 

 coordinate; here
the sign of the 

 

η

 

 coefficient in (9) for 

 

π

 

2

 

 < 0 is deter-
mined by the 

 

ξ

 

 coordinate value. Furthermore, not only
near-electrode strength maxima may exist, but minima
as well. The exact solution of the problem leads to the
transcendental Painleve functions [7], but here we pro-
vide only the approximate solution obtained by the sim-
ple Taylor series expansion:
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(17)

where

(18)

Any sign combination is admissible for all coeffi-
cients in dependence (17); therefore, we are able to
state with certainty that at least qualitatively it may
describe space-charge structures observed in practice.

A quantitative analysis of the discussed regularities
is envisaged as the next stage of our investigations.
Note, by the way, that the exact solution of the problem
under study in the final form is also possible. It is
expressed via elliptical integrals and will be also
included.
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The modern theory of the diffusion-transport mech-
anism of an interstitial metalloid in steel cannot explain
how interstitial atoms pass from the environment into
the iron crystal lattice, the strength of which exceeds
that of steel by 2–3 orders of magnitude. The cause of
this problem consists in the fact that the existing models
of this process do not fully take into account the struc-
ture of real metals consisting of separate crystallites
differing from each other in sizes and differently ori-
ented in space. In turn, each crystallite involves frag-
ments consisting of blocks. As a result, there are inter-
crystalline, interfragment, and interblock spaces in
metal with volumes, which are 4–8 orders of magnitude
less than those of the crystallites surrounding them. The
boundaries between individual grains (crystallites) in
metal are large-angle, reaching tens of degrees, and
those between subgrains (fragments and blocks) are
small-angle, equaling less than one angular degree.
Because the input cross sections into microvolumes are
commensurable with crystal-lattice parameters, the
intercrystalline, interblock, and interfragment cavities
are under deep vacuum conditions.

We proposed that the physical model of hydrogen
penetration in steel [1], according to which hydrogen
atoms are literally driven by atmospheric pressure into
the interelement spaces of the metal structure because
of the presence of concentration and pressure gradients
in the gas phase on the metal surface and in the inter-
crystalline volumes. Under the action of external pres-
sure, hydrogen atoms rush into interelement cavities
with a deep vacuum until an identical gas-phase con-
centration in all accessible volumes is achieved and col-
lide with the walls of interelement spaces. The relation
between the force 

 

F

 

 acting on an arbitrary colliding
body and its momentum is described by the Newton’s
second law:

(1)

where 

 

dV

 

 is the velocity variation for an atom of mass

 

m

 

 in time 

 

dt

 

.

F m dV /dt( ),=

 

The forces 

 

F

 

W

 

 acting on cavity walls depend only on
load conditions and equal

(2)

Because all the subgrain boundaries are small-
angle, sin

 

α

 

 

 

≈

 

 

 

α

 

 for all angles 

 

α

 

  0, and the forces

 

F

 

W

 

 acting on cavity walls for an arbitrary normal exter-
nal pressure 

 

P

 

 achieve considerable magnitudes, and
the pressures 

 

P

 

W

 

 acting on walls can exceed the ulti-
mate strength 

 

σ

 

U

 

 in arbitrary metals (Fig. 1):

(3)

FW F/ 2 α/2( )sin[ ].=

PW PN/α( ) σU.≥=
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 Mechanism of the penetration of an interstitial atom
with a mass 

 

m

 

 in intercrystalline, interfragment, and inter-
block volumes (cavities) in steel.
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When cavity volumes increase as a result of the
action of external stretching loads, hydrogen atoms
near microvolume vertices move somewhat forward,
and new portions of these hydrogen atoms penetrate in
microvolumes. When a technological load is removed
from the construction, interblock spaces decrease in
size according to Hooke’s law, and pressures on the
cavity walls increase. Multiple cyclically alternating
loads lead to the hydrogen saturation of the metal and
to failure of the construction. The sum of weak interac-
tions and the loading conditions imposed on alternating
external loads, facilitates the penetration of hydrogen
into steel. The proposed mechanism of hydrogen trans-
port in steel is valid for other gases and carbon.

According to the modern model of diffusion process
for the one-dimensional transport of a particle flux [2],
interstitial atoms are displaced in metal under the action
of concentration gradients 

 

∂

 

c

 

/

 

∂

 

x

 

 describing the diffu-
sion process itself or the mass transfer proceeding
according to Fick’s first law and also due to the poten-
tial gradient 

 

∂ϕ

 

/

 

∂

 

x

 

 (electrical transport) and the temper-
ature gradient 

 

∂

 

T

 

/

 

∂

 

x

 

 (heat transfer or energy transfer).
But the existing model does not describe the transport
of an interstitial metalloid from the environment into a
metal under the action of the pressure gradient 

 

∂

 

P

 

/

 

∂

 

x

 

,
which describes the baric transport (momentum trans-
port). The potential to remove hydrogen from steel
under the action of electromagnetic fields is also
ignored.

The author proposes an improved mathematical
model [3] of the interstitial-atom transport in the metal
and, further, in the crystal lattice, taking the pressure
gradient into account, as well as the possibility for the
evacuation of hydrogen from steel under the action of
an external variable magnetic field:

(4)

where 

 

∂

 

m

 

/

 

∂

 

t

 

 is the amount of substance 

 

∂

 

m

 

 passing
through an area 

 

S

 

 in time 
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t

 

 (the mass transfer);
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2

 

Φ

 

/(
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x
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t

 

) is the rate of the magnetic-flux-gradient
variation of an external electromagnetic irradiation (the
term of the equation describing the transport of intersti-
tial-metalloid atoms under the action of an external
electromagnetic field at high-frequency heating of the
metal, e.g., the electromagnetic transport, which takes
into account the possibility of evacuating hydrogen
from steel); 
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are the integral coefficients; 

 

D

 

, 

 

M

 

, 

 

R

 

, 

 

F

 

, 

 

Z

 

*, 

 

Q

 

*, 

 

υ

 

, and

 

c

 

 are the diffusivity; the gram-atom weight of diffusing
substance; the universal gas constant; the Faraday con-
stant; the effective charge—a dimensionless quantity
indicating a degree of ionization of an metalloid in
metal; the specific heat-transfer energy; the specific
volume of intercrystalline, interfragment, and inter-
block spaces per 1 mole of interstitial atoms; and the
concentration of interstitial atoms in metal, respec-
tively.

∂m
∂t
------- D

∂c
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∂T
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∂ϕ
∂x
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∂2Φ
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-----------+ + + +⎝ ⎠
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The last term in Eq. (4) shows that hydrogen trans-
port in metal is carried out under the action of a time-
dependent magnetic-flux gradient and describes the
mechanism of hydrogen evacuation from steel by
strong external electromagnetic fields.

The modern theory for transition metals relates the
interstitial-atom effective charge 

 

Z

 

* to the hole conduc-
tivity of a metal, and the transported heat 

 

Q

 

*—with the
thermal electromotive force. Meanwhile, charge trans-
port by holes is not accompanied by atomic migration
in the crystal lattice—there is no mass transfer. The
holes migrate by violating the neutrality of the neigh-
boring atom during the filling of a valence bond by the
transition of a valence electron from a completely
bonded atom to an atom for which one of bonds
remains vacant [4]. The charge (hole) transport is not
related to the transport of a positively charged carrier,
i.e., an ionized impurity atom. The experiments on the
electrolysis of carbon in armco-iron and hydrogen in
steel disproving the hole-conductivity hypothesis and
confirming the interstitial-atom mass transfer under the
action of an external electric field were carried out in
1948 [5] and 1928 [6], respectively.

It should be noted that the hypothesis relating the
transferred heat 

 

Q

 

* with thermopower gives no theoret-
ical explanation of this interpretation, and does not con-
sider or describe the mechanism of migration of an
interstitial atom under the action of the disturbing fac-
tor.

The author proposes a physical model explaining
the mechanism of heat transfer [7] according to which
forces assisting the displacement of hydrogen in steel
towards the source of thermal radiation (energy) are
related to the wave nature of electromagnetic oscilla-
tions.

On heating iron with an external heat source, the
electromagnetic oscillations fall on the metal surface
and penetrate into the intercrystalline, interfragment,
and interblock spaces representing generally a thin
wedge with a point immersed in the metal. In addition
to its frequency 

 

ν

 

, an electromagnetic field (ELMF) is
characterized by two strength vectors—those of the
electrical 

 

E

 

 and magnetic 

 

H

 

 fields oriented perpendicu-
lar to one another, varying by the sine law, and displac-
ing in space along radii from a point energy radiator
(PER). The order of following the vectors is defined by
the right hand rule. Microvolume walls are manufac-
tured from a ferromagnetic material—iron, which has
paramagnetic properties at temperatures above the
Curie point and, being soft-magnetic, has a residual
magnetism because there is a constant magnetic field
between the microcavity walls characterized by a mag-
netic-induction vector BFM. The intensity lines of an
external magnetic field in microvolumes (and mag-
netic-induction lines) are normal to the walls of the
microcavities. The magnetic component of the electro-
magnetic flux modulates the constant magnetic field in
the gap with a variable component; therefore, a stable
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pulsating magnetic field oriented along the normal to
the walls appears in the gap between the walls of the
microvolume. This leads to polarization of the magnetic
component of the electromagnetic field, the magnetic
induction of which in the direction of a normal to the
walls greatly exceeds the induction of the magnetic field
with a different orientation in space. As a result, the sym-
metric sine magnetic component of the electromagnetic-
field with an intensity H in the ferromagnetic-material
bulk transforms into a pulsed unipolar magnetic flux
characterized by the magnetic induction BΣ.

The interstitial metalloid hydrogen occupies inter-
crystalline, interblock, or interfragment cavities in a
pseudo-liquid atomic state, and is bound to iron by
weak absorption (Van-der-Waals) forces, the binding
energy ∆GABS of which is approximately from 3 to
7  kJ/mol, while the binding energy between the atoms
in a molecule is 1–1.5 orders of magnitude higher.

Because the electromagnetic-field energy UELMF is
equal to the product of its frequency ν and the Planck
constant h

(5)

the electrical component E of the external electro-
magnetic field increases with its frequency (with the
radiator temperature) and breaks the weak absorption
bonds of hydrogen with the iron atoms of the cavity
walls, and the Coulomb force FC displaces ionized pos-
itively charged hydrogen atoms with an effective acting
charge qZ* along the strength lines of the electrical
component E of the external electromagnetic field:

(6)

When a particle of mass m carrying a charge qZ*
moves across the induction lines B of the magnetic
field, the Lorentz force FL displaces a particle moving
with velocity V under the action of the Coulomb force
given by Eq. (6) towards the source—the thermal-
energy radiator (Fig. 2):

(7)

UELMF hν,=

FC EqZ*.=

FL VBqZ*.=

If the polarity of the electrical component changes,
the Lorentz force becomes much lower because the
magnetic-induction magnitude BΣ decreases. There-
fore, hydrogen penetrates into a warm metal from a
cold surrounding medium, but to leave steel, it is neces-
sary that it break the absorption bonds. To do this, it is
necessary to transfer certain heat energy after which
hydrogen leaves the steel in the direction of the ther-
mal-radiation source. At the same time, the ripple ratio
of the total magnetic flux becomes very small in strong
magnetic fields, and the Lorentz forces become approx-
imately identical in both directions when the polarity of
the electric-intensity vector E changes, and hydrogen
does not leave strongly magnetized steel.

The proposed model of the heat-transfer mechanism
explains the effect of migration of masses towards a
radiation-energy source discovered by E.I. Demin in
1989. Under the action of photons, electrons are ejected
from a substance as a result of the photoemissive effect,
and microscopic particles acquire the positive charge,
as a result of which, being in a weak constant magnetic
field, they displace towards the radiation-energy
source. The mechanism of electromagnetic transport is
similar to that described for the heat transport.

A considerable effect on the hydrogen saturation of
the metal forming underground pipelines is rendered by
thyristor cathode stations. Because the protective-pulse
amplitude UPP of the pulsed thyristor protective cathode
stations is more than an order of magnitude in excess of
the protective potential UP of an underground steel con-
struct, when feeding protective pulses, the cathode pro-
tection operates always in the overprotective mode,
which leads to the decomposition of the electrolyte—
ground water with the release of atomic hydrogen [1, 8]
which then penetrates the metal.

The hydrogen caught in intercrystalline, interfrag-
ment, or interblock spaces generates a huge pressure on
the cavity walls, and itself suffers precisely the same
effect on the part of microcavity walls, i.e., is under
pressure, which is much higher than atmospheric;
although, at the vertices of these volumes, the deep vac-
uum is preserved. Therefore, on the surface of a steel
pipe, a concentration galvanic cell operates. Its basic
current-forming reaction is oxidation on the anode sec-
tions and restoration of hydrogen on the cathode sec-
tions. The expendable material of the anode is the iron
of the hydrogen-saturated walls of the pipe because the
electromotive force (EMF) of the concentration gal-
vanic cell formed by differential hydrogen saturation
[9] shifts the reaction equilibrium to the right:

(8)

During the operation of the concentration hydrogen
secondary cell, the hydrogen expenditure is constantly
filled up at the expense of the permanently operating
pulsed cathode protection. The electromotive force of
an arbitrary galvanic pair, irrespective of the concentra-
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Fig. 2. Electromagnetic transport.
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tion c of reacting univalent components, is determined
from the Nernst equation:

(9)

The concentration ratio in Eq. (9) can be replaced by
the pressure ratio or the partial-pressure ratio.

Knowing the value of electrode potential ϕE for the
metal of the pipe surface occurring in the electrolyte
(subsoil waters), and the pH value of the medium (the
near-cathode electrolyte layer), it is possible to find the
hydrogen concentration in steel [10] by measuring indi-
rect parameters—the deviations of the electrode poten-
tial of the pipeline metal from values determined by the
Pourbe diagram from which the hydrogen pressure in
metal can be calculated using the Nernst equation.

Hydrogen in steel is in the atomic rather than the
proton state because the hydrogen-saturated surfaces
serve as an electron origin (rupturable anodes) during
the operation of the concentration galvanic cell of the
differential hydrogen saturation [9]. Otherwise, a metal
surface hydrogen-saturated by protons would serve as a
cathode (the positive electrode). However, as a rule
only pipes with very low (more negative) polarization
potential fail from hydrogen cracking.

CONCLUSIONS
(i) A physical model of hydrogen penetration in

steel taking the actual metal structure into account is
proposed.

(ii) A physical model of the heat transfer and the
electromagnetic transport of an interstitial metalloid
atom in steel is developed.

(iii) A mathematical model of diffusion processes in
steel is specified.

(iv) A method for the identification of hydrogen-sat-
urated areas of underground gas pipelines is proposed.

(v) The effect of thyristor cathode stations on the
intensification of atomic-hydrogen formation and
hydrogen saturation of the pipe metal is shown.
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In [1–6], we showed that the application of inhomo-
geneous electric fields (IEFs) upon individual capillary
tubes (CTs) and macroporous bodies, the capillary pres-
sure in which is much lower than the hydrostatic one
(2
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12
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/

 

r

 

0

 

 

 

�

 

 

 

ρ

 

1

 

gl

 

sin

 

α

 

), essentially affects both the
height of columns and the water-absorption (filtration)
rate. This phenomenon is less distinct in microcapillaries
and microporous bodies in which the relation between
the pressures is opposite: 2
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.

We constantly encounter the filtration phenomenon,
i.e., an infiltration of water into the ground and crum-
bling rocks in scientific investigations, and industrial or
agricultural production e.g., in the irrigation and drain-
age of the soil, hydrogeology, hydromechanics, simu-
lated restoration of terrestrial water resources, dis-
charge of sewage, flow over hydraulic engineering and
electrotechnical constructions, flow of moisture
through earth dams, various electrophysical and elec-
trochemical phenomena in soils, and so on. The laws of
motion of subsoil waters can be extended to motion in
other porous media. Therefore, the drying and humidi-
fying of wood and fabrics, waterproofing, the migration
of juices in plants, oil extraction from wells, juice
extraction from fruits and vegetables, sedimentation of
weighed particles from solutions, sewage purification,
etc. [7] all relate to the process of filtration.

Among the variety of natural elements, ground
water and soil take the major place regarding their sig-
nificance for the vital functions of mankind and are pri-
mary factors for the existence of life on the Earth.

Of all the types of binding of water (e.g., adsorbed
on exterior and interior surfaces of particles or the
moisture in microcapillaries, i.e., hygroscopic mois-
ture) and states such as cable, film, and contact mois-
ture occurring in macrocapillaries between ground par-
ticles, we are interested only in the indicated states
because, without IEFs, this water moves mainly under
the action of gravity through CTs (molecular forces
play a negligible role) during such motion [8]. The

intensity of filtration depends on the presence of the
largest macropores. Steam spreads by diffusion. In the
presence of a temperature gradient, additional so-called
thermogradient fluxes arise; however, they are of sec-
ondary importance for small daily oscillations of
ground temperature.

The enormous role groundwater plays in human
affairs is in the basis of our desire to know the direction
of fluid flow and reasonably control these processes in
the ground. For this purpose, it is necessary to have
deep knowledge of the patterns and laws of water filtra-
tion, especially, in the presence of numerous and mani-
fold electric fields.

As was noted in [9], the principal barrier to the use
of the considerable permanent atmospheric charge is
that it is scattered at a small density over the entire near-
earth space. Only in pre-storm conditions of the atmo-
sphere or during a thunderstorm, do the charges con-
centrate in a relatively small volume (thunderclouds).
Then, powerful IEFs arise and can significantly affect
the filtration properties of the soil.

In fact [10], the negative charge flowing down from
a cloud through a leader channel, which creates the path
of lightning, fills it nonuniformly, the same as for as the
channel of an arbitrary streamer. The greatest charge
focuses in the head of the leader. As the leader
advances, positive hydrated ions also migrate in the
ground under the action of the IEF generated by it.
These ions concentrate as much as possible in the area
of the head of the leader channel. If the ground is homo-
geneous, these charges concentrate immediately under
the leader channel. If the ground is inhomogeneous and
has a generally high resistivity, the space charges are
concentrated at places with elevated humidity and, con-
sequently, conductance as well (i.e., subsoil water). In
the ground around these areas, powerful IEFs arise and
are capable of significantly affecting moisture transport
in the ground. When the leader reaches the ground,
reverse discharge starts. At the head of this discharge,
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which is fed by the flow of positive hydrated charges
from the ground in the channel, there is an area of ele-
vated electric intensity under the action of which the
plasma-charge density increases by orders of magni-
tude. In this case, there is a considerable reorganization
of the IEF in the ground in the direction of increasing
its intensity at each point. After a lightning strike, a
long-term relaxation of this field, which is accompa-
nied by a new reconstruction of the moisture-content
fields in the ground, is observed. In the wider ground
pores, the convective motion of moisture in the form of
a vapor or fluid is initiated under the action of all the
described factors associated with a lightning strike.

Nevertheless, the principal characteristic of light-
ning is its current, which predominantly flows along
paths of elevated humidity [9]. This current arises in the
interior parts of an object due to its moisture content.
Because of the heating and evaporating of this moisture
by the lightning current inside a porous body, the pres-
sure sharply increases, which leads to its failure. Even
after several days, it is possible to observe that rays of
burnt grass radially disperse to considerable distances
from the origin of a lightning strike, testifying that the
lightning current was spread out in macrocapillaries of
sandy loam along which positive hydrated ions and the
water associated with them were pulled in. These loca-
tions appear to be much wetter; although, exactly in
these directions, there was a more rapid evaporation of
moisture in comparison with the neighboring areas,
whereas, in the lightning epicenter (a channel of about
1 cm in diameter), the burning off of the ground and
sand-particle aggregation are observed as a result of
melting. This is not surprising, because the potential
difference between cloud and ground can reach 10

 

9

 

 V
for linear lightning. Average discharge-current strength
may equal approximately 10

 

3

 

 A, and the average charge
transported by a lightning strike is 20 C. The energy
released in the lightning channel is equal to 10

 

9

 

–10

 

10

 

 J.
During an impulse (

 

≈

 

10

 

–3

 

 s), the lightning channel is
heated to 2 

 

×

 

 10

 

4

 

 K. During the interval between
impulses (

 

≈

 

10

 

–2

 

 s) it cools down to 10

 

3

 

 K. The entire
lightning discharge lasts about 0.1 s.

However, it is important to emphasize that the
absence of lightning does not indicate the absence of
charges [10]. Both in thunderclouds, and in different
types of clouds, in particular, in stratus and stratus nim-
bus clouds, electrical charges accumulate. Simply, a
thundercloud is much more charged than, for example,
a stratus cloud. It should be noted that even in atmo-
sphere without clouds there are free electrical charges.
All air space above the earth is filled with electric cur-
rents flowing from the top down—from the “heavens,”
to be exact, from the ionosphere, which is charged pos-
itively, to the earth’s surface, which is negative. In this
case, the potential difference reaches 4 

 

×

 

 10

 

5

 

 V. The
total negative terrestrial charge (as well as the positive
charge of the ionosphere) is approximately 10

 

5

 

 C. The
field strength 

 

E

 

 in the atmosphere decreases with alti-
tude. The highest value of field strength is found near

the earth’s surface; this equals 100 V/m in a “clean”
atmosphere. Hence, the atmospheric electric field is
inhomogeneous and directed vertically downward.
Therefore, it should affect mass transfer in plants
because they are colloid capillary–porous bodies, in the
capillaries and osmotic cells of which a water-based
nutrient solution moves from the roots. This process
should affect the growth intensity and fruit bearing of
plants.

The Earth does not lose its charge due to the iono-
spheric current because oppositely charged currents
occur at bad-weather locations where the positive
charges are transferred with lightning and precipitation
from the earth surface to the negatively charged lower
part of a cloud after which they pass to its upper part
and, then, to the ionosphere. Thus, both the positive
charge of the ionosphere and the Earth’s negative
charge are conserved. It should be noted that the field
gradient near the surface exceeds 10

 

4

 

 V/m during a
thunderstorm. In addition, it is directed upward rather
than downward as it is in clear weather. This means that
a large positive charge focuses at this area of the Earth’s
surface. Around charged places in the ground as well as
between them, there are powerful IEFs and currents,
which affect moisture transport during filtration. Fur-
ther, in the absence of thunderstorm, clouds exist,
which induce relatively powerful positive charges in the
ground. For a surface strength of approximately
500 V/m, the corona discharges flow in the atmosphere
from pointed subjects—the tops of trees, pipes, masts,
and even grass. In this case, the strength gradient 

 

∇

 

E

 

 is
directed from the soil to the tops of plants, thus promot-
ing the absorption of additional moisture.

In [9], it was indicated that capillary moisture can
have convex menisci for certain types of alkali waters
and cause a negative height 

 

h

 

c

 

 i.e., capillary descent. An
addition, elevation of capillary moisture takes place due
to the energy of hydration of ions and adsorption cen-
ters on the solid–liquid interface.

The filtration properties of the ground can be appre-
ciably affected by powerful IEFs, which are generated
due to the production of free charges during the mech-
anoelectrical transformations before and after an earth-
quake [9, 11]. This failure is manifested by the rupture
of electrical bonds, and the occurrence of free electrical
charges, signals, and a current. At the earliest stages of
the mechanical action on solid rocks, the mechanoelec-
trical transformations are developed in the tectonic epi-
center, and a powerful free-charge concentration
appears; i.e, a strong IEF source arises. Before tectonic
phenomena, for example, strong earthquakes, and dur-
ing them, electrical phenomena are frequently observed
on the surface of the ground. For tens of minutes or less
before the first shock, the electric-field strength 

 

E

 

 in the
atmosphere increases by hundreds or thousands of volts
per meter. In this case, the atmospheric electric field
increases such that ionization and luminescence appear
in the air. Several days before the first shock of a strong
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earthquake, high IEFs are generated in the earth’s crust,
electric currents flow, the resistance of an area of the
earth’s crust decreases (this includes effects due to
moisture transport under the action of IEFs and cur-
rent), and the geomagnetic field in the epicenter region
varies.

According to [9], the primary energy supply is
located in space in the form of gravitational energy,
which the Earth experiences as gravity waves. Because
of this, the Earth’s mass increases. An increase in the
mass and volume of our planet is accompanied by the
occurrence of tectonic shifts and, naturally, mechano-
electrical transformations, which essentially affect the
redistribution of the moisture in the lithosphere and,
consequently, in the ground. In the depths of the Earth,
the electrical-energy density is much higher than in the
atmosphere. In rocks, this electric strength can achieve
3 

 

×

 

 10

 

7

 

 V/m [9, 11].

Earthquakes on our planet occur virtually continu-
ously: there are about ten each hour. Earthquakes with
catastrophic consequences occur, on average, once a
year.

Due to earthquakes, seismic waves of two types
(longitudinal P and transversal S) arise. In addition, L-
type waves propagate from an epicenter in the Earth’s
crust. In this case, seismic energy including electric-
field energy [12] is released.

Thus, due to earthquakes, the Earth’s crust contains
high-strength constant as well as alternating electric
fields, which, undoubtedly, should affect the phenome-
non of subsoil-water filtration.

Arbitrary industrial production is the source of a dif-
ferent kind of technogenic pollution. The majority of
physical pollution is in the form of constant and alter-
nate electromagnetic fields of various frequencies up to
X-rays. Huge fluxes of electrical energy, when the enor-
mous scale of its production is taken into account, flow
in the ground through the ground connections of elec-
trical power equipment in the millions, wireless and
electrical equipment, and the neutral groundings of
high-voltage transmission lines. In the ground, and
preferentially in the soil, manifold types of stray IEFs
and currents are scattered. All of them affect mass and
heat transfer in the ground, thus reconstructing temper-
ature and moisture-content fields and, consequently,
changing the velocity and direction of water-migration
processes, heat transport via hot water, water evapora-
tion, and vapor condensation [13–17]. For this reason,
the necessity of investigating the electrophysical mech-
anisms of these phenomena is increasing, before they
develop into an ecological catastrophe [18]. During
electrophysical action, all physical properties of water
[19, 20] change, as well as those of bound water [17,
21], which is in the strong electric field of a surface of
ground pores.

For the majority of actually existing ground (sand,
clay, peat, rocky cracked ground, etc.), Darcy’s law is
fulfilled:

(1)

where 

 

v

 

 is the filtration rate; 

 

k

 

 is the filtration coeffi-
cient; 

 

h

 

 is the piesometric pressure or simply pressure;
and 

 

l

 

 is the distance measured along a line. In addition,
at an arbitrary moment and at an arbitrary point (
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where
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 is the hydrostatic pressure, 

 

ρ

 

1

 

 is the water den-
sity, 

 

g

 

 is the gravity acceleration, and 

 

z

 

 is the geometri-
cal height.

Taking into account that a fluid filling a porous
medium is under the action of gravity 

 

ρ

 

g

 

 directed verti-
cally downward, in the presence of an electrical force 

 

f

 

e

 

,
which is directed vertically upwards, Eq. (2) can be
rewritten as

(3)

In this case,

(4)

where  is the bound-charge density in the meniscus;
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 is the permittivity
of fluid; 
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 is the permittivity of steam–air medium; 
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is the width of a near-surface fluid layer, which is satu-
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 is the additional
pressure to the atmospheric on the part of the corona
wind or the spark-discharge plasma in the CT;  is the
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the charge of the water-column top; χ is the double
electrical-layer thickness, and a' is the stationary value
depending on fluid and CT-wall-surface properties; le =
he/sinα is the water-column length in the CT tilted at an
angle α to the horizon under the IEF action; and he is
the water-column height of the CT in the vertical posi-
tion.

The expression for fe consists of a number of sum-
mands, which describe the force effect of the IEF on
both the volume of a fluid and its surface layers in the
CT [13, 22–25, 26–32], exactly: (i) the suction force of
a water column as a macrodipole in the peak-strength
area E of the field [13]; (ii) the force acting on a unit
volume of an uncharged fluid under isothermal condi-
tions during the interaction between the IEF and polar-
ization charges, which causes the motion of a dielectric
fluid in the direction opposite to ∇ε (into the area of
smaller ε values (gas)) [23]; (iii) the striction force
affecting the resultant force if this body (fluid) is
enclosed by other dielectric medium [23]; (iv) the sur-
face force acting on the part of the field on the phase
interface and directed into the area with a smaller value
of ε (ε1 > ε2) and a higher magnitude of E (E2 > E1), that
is, on the interface between fluid and steam–air
medium, the IEF forces act on bound electrical charges
in the direction opposite to the surface-tension forces
σ12 of water or a water solution which, under certain
conditions, leads to a meniscus deformation, capillary-
wave generation, destruction of the water–air boundary,
and dispersion of fluid and reconstruction of the two-
phase (with bubbles) flow [24]; (v) the bulk pondero-
motive force, which acts on the charged fluid [22, 26];
(vi) the force related to inhomogeneous specific distri-
bution of σe and E during the flow of direct electric cur-
rent [27]; (vii) the forces, which change the fluid accel-
eration because of the pressure on the meniscus exerted
by the corona discharge or spark-discharge plasma [25,
28]; (viii) the electrical force originated as a result of
saturating a meniscus by one-sign ions [29] and coinci-
dent with the direction of the Laplace force (an action
similar to that described in (iv)); (ix) the IEF-action
force due to which the conditions of its top destruction
change [30]; (x) the force compressing a fluid in the
direction of the CT axis when its walls and the fluid are
charged by identical charges [22, 31], which leads to
squeezing water from the CT; and (xi), the electro-
thermo-hydrodynamical force which originates due to
the existence of a temperature gradient ∇T and is
directed oppositely [32, p. 95], which accelerates the
fluid motion to the CT cold end.

From Eq. (3), it follows that IEF ponderomotive
forces, undoubtedly, should affect the filtration rate
and, consequently, water-flux magnitude under IEF
action

jl
e ρ1

e
v e,=

where ve is the filtration rate of the flux in the IEF, and

 is the density of water in the IEF.

Taking into account the complexity of Eq. (4) and its
possible inadequacy, probably, the determination of the
filtration-flux magnitude in the IEF represents the
upper limit; nevertheless, this study should be carried
out.
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The presence of a protective layer of rare-earth-
metal oxides on the inner surface of quartz flasks
increases the operation time of low-pressure arc-dis-
charge lamps with inert gases and retards the decrease
in the ultraviolet-radiation intensity for low-pressure
amalgam lamps.

Lamps with a low-pressure arc discharge are widely
used for generating ultraviolet (UV) and visual radia-
tions. The effective operation time of such lamps ranges
from several hundreds of hours for spectral lamps to
several thousand hours for xenon and mercury lamps
[1, 2]. During operation, the intensity of the radiation of
such lamps decreases. For example, for UV glass low-
pressure bactericidal lamps, the UV-radiation intensity
can decrease to approximately 50% of its initial value
after 3500 hours of operation [2]. It is known that in bac-
tericidal low-pressure lamps manufactured from uviol
glass, mercury ions, which are present in the low-pres-
sure discharge plasma, interact with the inner surface and
penetrate deep into the glass [3]. This is possible because
the uviol glass contains up to 15 mass % of Na

 

2

 

O. The
sodium-ion mobility in glass is sufficient to allow pene-
tration of mercury ions from the surface into the volume
[3]. This leads to decreasing the number of mercury
atoms in the discharge and to glass darkening. This last
situation results in a decrease in the UV-radiation inten-
sity that reduces the useful operation time of the lamp.
The presence of a protective coating on the inner surface
of UV bactericidal lamps of uviol glass prevents the deep
penetration of mercury ions into the glass, decreases
their velocity, and considerably increases the effective

operation time to 10000–12000 hours [4]. For example,
when disinfecting water by exposure to UV radiation,
powerful high-performance bactericidal lamps with a
long operation time, and which experience only a small
intensity decrease over time, are required. For manu-
facturing such lamps, quartz is used because it has a
higher fusion temperature and is a steadier material
than glass due to its lack of the alkali-earth-metal ions
which favor the penetration of mercury ions into the
quartz volume. The UV-radiation intensity of quartz
lamps decreases by 50% over approximately 6500 hours
of operation [5].

The purpose of this work is to investigate the effect
of a protective layer on the inner quartz surface on the
parameters of the low-pressure arc discharge in an
inert-gas mixture and on the UV-radiation intensity of
powerful amalgam low-pressure lamps.

We used lamps with a 16.6 mm inner diameter of the
quartz-tube and three-spiral oxide electrodes. During
their manufacture, all lamps received the complete con-
ventional technological treatment, including high-tem-
perature processing in a vacuum, and were filled with a
mixture of spectroscopically pure inert gases (neon and
argon). The lamps were supplied with a stabilized ac
current of 1.85 

 

±

 

 0.1 A at a frequency of 45 

 

±

 

 3 kHz
from electronic start controlling devices (ESCDs).

If the inert-gas pressure decreases, the discharge-
burning duration decreases from several thousands of
hours at pressures of 5–10 Torr to several hundreds of
hours at 1 Torr and to 1 hour at a pressure of 0.3 Torr. It
was experimentally established that this life time
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changed only slightly as the discharge-tube length was
varied several-fold. We assumed that the burning dura-
tion depends on the interaction of the plasma with the
quartz wall rather than with the oxide electrodes of the
lamps. To confirm this assumption, we manufactured
the quartz lamp with a discharge-gap length of 450 mm.
After technological treatment, the lamp was left on the
evacuation post and filled with an argon–neon mixture
to a pressure of 0.3 Torr, and its volume was separated
from the vacuum-system volume of the post by a spe-
cial valve. In this lamp, the discharge was ignited, and
the voltage drop was monitored for a steady discharge
current. After spontaneous quenching of the discharge,
the gas mixture was replaced with a new one with the
same composition and pressure. After switching on the
ESCD, the discharge ignited and steadily burned. The
discharge burning time was virtually equal to that in the
first case. This procedure was repeated, the data from
these two repetitions on the dependence of the voltage
across the lamp on the burning time is given in Fig. 1.
Thus, we found that the discharge-quenching process at
low inert-gas pressures depends on the filling-gas com-
position in the quartz lamp during burning rather than
the properties of oxide electrodes.

To be completely convinced that the change in the
filling-gas composition is caused by the quartz-wall
effect instead of gassing products from oxide elec-
trodes, we carried out the following experiment. We
manufactured two identical lamps, which were unsol-
dered from the evacuation-post vacuum system after
filling with inert gases. In one lamp, the discharge was
ignited from the ESCD, and a voltage drop was mea-
sured. In the second lamp, a high-frequency (HF) elec-
trodeless capacitive discharge was ignited. In this case,
the oxide electrodes were outside the area of the HF
discharge in order to eliminate their effect on the dis-
charge plasma. After a period, the HF capacitive dis-
charge was quenched and, for approximately 1 min, the
discharge was ignited using the ESCD, and the voltage
across the lamp was measured. The discharge was
switched off, and the HF capacitive discharge was
ignited in the lamp again. This procedure was executed

until it was possible to ignite the discharge from the
ESCD. These results are shown in Fig. 2. As can be
seen from the figure, the voltage across both lamps
grew virtually identically. Hence, the change in the
voltage drop across the lamp at low inert-gas pressures
is determined by variation of the filling-gas composi-
tion during the discharge burning which is caused by
the interaction of the discharge plasma with the quartz
wall rather than with the oxide electrodes of the lamps.

In order to investigate the effect of a protective layer
on the burning duration, we manufactured four groups
of quartz lamps (with three lamps in each group), the
discharge-gap length was 450 mm, and the pressure of
the argon–neon mixture was 0.3 Torr. Lamps from the
first group were the experimental control. On the inner
surface of the quartz tubes of the lamps of the second,
third, and fourth groups, we deposited a protective layer
of a rare-earth-metal oxide, with coats of 50, 75, and
100% of the inner-surface area of the lamps, respec-
tively. Figure 3 gives the averaged dependence of the
voltage across the lamp with inert-gas discharge on
time for all four groups of lamps. These curves have
two strongly pronounced portions with different slopes.
After switching off the lamp, the voltage slowly
increased to a certain critical value after which rapid
voltage growth took place, which ended with the spon-
taneous quenching of the lamp discharge because the
working voltage across the electronic power supply
was restricted. The reignition of the arc discharge in the
lamp was impossible. The duration of the first portion
of the curve was minimal for lamps without a protective
layer and maximal for lamps with their inner surface
completely covered with a protective layer. The transi-
tion from the first portion to the second portion of the
curve occurred at a voltage of approximately 70 V for
all lamps, which corresponds to an electric-field inten-
sity of 1.2–1.3 V/cm in the positive column of the dis-
charge. To verify the assumption that the voltage
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 Time dependence after changing the gas mixture.
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 Time dependence of the burning voltage across the
lamp (
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increased in the positive column, we investigated the
lamp with a discharge-gap length of 1440 mm lacking
a protective layer. For this lamp, we observed also two
characteristic portions in the voltage curve; the transi-
tion from the first portion to the second one occurred at
a field gradient of approximately 1.25 V/cm as well,
whereas the durations of the first portion of the curve
were identical for the lamps with a different discharge-
gap length. These results enable us to also confirm that
the slow lamp-voltage growth during the first portion of
the curve was determined by the effect of the inner
quartz wall contacting with the discharge plasma on
plasma properties. The presence of the rare-earth-
metal-oxide protective layer on the inner surface of the
quartz lamp flask reduced the interaction between the
discharge plasma and quartz and increased the opera-
tion time of the lamps with inert-gas discharge at a pres-
sure of 0.3 Torr almost by an order of magnitude in
comparison with that of the lamps without the protec-
tive coating.

To investigate the effect of a protective-layer quality
on the burning duration of lamps, we manufactured
four groups of lamps with the following parameters: the
discharge-gap length was 450 mm, the argon-neon-
mixture pressure was 0.3 Torr. The first group of lamps
were the experimental control, while we deposited pro-
tective layers of rare-earth-metal oxide on the inner sur-
face of the quartz tubes of lamps of the second, third,
and fourth groups. The second-group lamps had one
protective layer, those of the third group—two, and
those of the fourth group—three. In Fig. 4, we show the
dependences of the voltage across lamps on the burning
time. As the number of protective-coating layers
increased, the burning time of lamps increased. If the
lamp without the protective coating burned for approx-
imately one hour, the lamp with three protective-coat-

ing layers burned for approximately 1000 hours, that is,
three orders of magnitude longer.

To investigate the effect of the protective layer on
the UV-radiation intensity of lamps with a mercury-
vapor discharge during long-term burning, we manu-
factured six samples of quartz amalgam lamps with a
discharge-gap length of 1440 mm. On the inner surface
of the quartz tubes of three lamps, we deposited a rare-
earth-metal-oxide protective layer transparent to bacte-
ricidal-range UV radiation. The three remaining lamps
lacked this layer. Both groups of lamps were filled with
the same mixture of inert gases to a pressure of 2.0 Torr.
As the mercury-vapor source, we used indium amal-
gam, which enabled us to obtain the maximum UV-
radiation power for a lamp electrical power of 240 W.
During the operation of the amalgam lamps, we mea-
sured the voltage across the lamp, the UV-radiation
intensity at a wavelength of 253.7 nm, and the quartz-
wall transmittance of the lamp flask at a wavelength of
253.7 nm. The voltage-measurement accuracy amounted
to 0.5%, and the relative error did not exceed 2.5% and
3.5% in measuring the UV-radiation power and transmit-
tance, respectively.

Figure 5 shows the dependence of the intensity and
transmittance of the UV radiation on the operation time
of the lamps with a protective layer and without it, aver-
aged for all the lamps from each group. The UV-radia-
tion intensity at the point corresponding to 100 opera-
tion hours of the lamp was taken as 100% according to
the conventional method for estimating a decrease in
the UV-radiation intensity of luminescent and bacteri-
cidal low-pressure lamps [1]. When measuring the UV-
radiation transmittance, the transmittance of air was
taken as 100%. In Fig. 5, it can be seen that the UV-
radiation intensity of lamps with the protective coating
was 80% of the initial value in 10000 hours of burning
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and less than 40% of the initial value for the lamps
without a protective coating. It is necessary to note that
the time dependence curves correlate well with the UV-
radiation curves for the dependence of transmittance
for lamps both with the protective coating and without
it. The voltage across all lamps was virtually invariable
during their operation. Hence, it is possible to assume
that the parameters of the discharge and plasma do not
change during the operation of amalgam lamps with a
protective coating and that the decrease in UV radiation
is determined by a decrease in its transmission through
the lamp wall.

CONCLUSIONS

(i) In the absence of a protective layer, the quench-
ing of the low-pressure discharge (

 

P

 

 = 0.3 Torr) in

quartz lamps is caused by a change in the filling-gas
composition of the lamp.

(ii) The filling-gas composition varies due to the
interaction between the discharge plasma and the
quartz surface.

(iii) The presence of a protective layer of rare-earth-
metal oxides on the inner surface of quartz lamps with
an arc discharge in inert gases increases the operation
time of low-pressure lamps and, hence, decreases the
degree of interaction of discharge plasma with quartz.

(iv) An increase in the number of protective layers of
rare-earth-metal oxides on the inner surface of quartz
lamps with the arc discharge in inert gases increases the
discharge-burning time by several orders of magnitude.

(v) The protective coating considerably retards the
drop in the UV-radiation intensity during the operation
of low-pressure amalgam lamps.

(vi) A decrease in UV-radiation intensity is caused
by decreasing the quartz-flask transmittance for UV
radiation during operation of the amalgam lamps.
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INTRODUCTION

Earlier [1], the modeling of the heat conductivity
coefficient of a biological medium for the optimization
of heat treatment during moisture evaporation, taking
into account preliminary electroplasmolysis of raw
material, was carried out. The special importance of the
liquid fraction for heat treatment was specified, and for-
mulae for the evaporation rate and intensification effect
in the assumption of heat supply from plane-parallel
surfaces of heating were derived. Analogous investiga-
tions of heat fields of the cylindrical and spherical sym-
metries are of interest in terms of the analytical descrip-
tion of the heat processes of drying, frying, and boiling
of raw biological material, because they are often real-
ized for biological items close to these geometrical
forms. The form approximation allows for the determi-
nation of the parameters and dependences of the inten-
sification effect and the foodstuff evaporation rate.
Revealing the correlation between the geometrical
dimensions of foodstuffs and the heat supply mode is
also of interest for energy-efficient technologies and
regimes.

In biological media, the heat conductivity is made
more complex by the endothermal effect of heat
absorption in the raw bulk material. The availability of
heat sinks through the constant power consumption is
characteristic of the stationary stages of raw biological
material treatment. Nonstationary heat conductivity is
shown at transitions between the heat stationarity
stages, and its duration is less than 10% of the heat
treatment process. Bulk heating takes place until the
temperature field inside the raw material is stabilized at
the level of the given treatment stationarity stage. The
peculiarity of boiling, frying, and drying the foodstuffs
of a certain form lies in the equalization of the temper-

ature field according to the heating of the surface tem-
perature and the form of the analytical dependence on
the coordinate being preserved.

Heat treatment may be formally divided into sepa-
rate processes, where the heat fields differ only in terms
of the boundary conditions of heating and the heat char-
acteristics of the medium. Below, the heat treatment
analysis for various processes is provided: drying from
the foodstuff surface, convection drying with hot air,
moisture evaporation in the raw bulk material, boiling,
moisture evaporation in bulk by heating the raw mate-
rial in oil, and frying. An analytical description of each
stage of heat treatment allows us to find the principal
characteristics, which provide the possibility of con-
trolling the process and optimizing the expenditure and
efficiency taking into account electroplasmolysis.

The investigation of solutions to the heat conductiv-
ity equation in the stationary mode is carried out con-
sidering one-dimensional problems for plane-parallel
slices of the cylindrical and spherical forms of raw
material. The form parameter is a one-denominator
quantity. The mode parameters are the heating temper-
ature and the critical temperature of the liquid–vapor
phase transition; the biological medium characteristics
are the coefficients of heat conductivity and specific
heat in the case of drying, as well as the characteristics
of capillaries and level of the medium electroplasmoly-
sis. In the case of convection drying, the process param-
eters are temperature, density, and rate of air circula-
tion.
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ROLE OF ELECTROPLASMOLYSIS IN HEAT 
TREATMENT OF VEGETABLE MATTER

The specific characteristics of the processes of elec-
tric charge, heat, and mass transfer in vegetable matter
depend on the ratio of the parts of the liquid fraction
content in the intracellular vacuoles and in the intercel-
lular space [2]. The plasmolysis state is determined by
the condition of the whole intracellular liquid transition
into the free state for the transfer when the medium cel-
lular structure is completely destroyed. Let us note that
analytical models for the description of the medium
specific kinetic characteristics have a similar depen-
dence on medium parameters: content of dry sub-
stances 

 

z

 

 and part of the free liquid fraction 

 

x

 

. Part of
the intracellular liquid is determined from the condition
for completeness 

 

y

 

(

 

x

 

, 

 

z

 

) = 1 – 

 

x

 

 – 

 

z

 

. Thus, the corre-
sponding relative specific kinetic coefficient of a vege-
table medium is presented by the analytical expression

where 

 

σ

 

L

 

 is the specific kinetic coefficient of the liquid
fraction; 

 

γ

 

 = 

 

σ

 

S

 

/

 

σ

 

L

 

, where 

 

σ

 

S

 

 is the specific kinetic coef-
ficient of the dry medium substances; 

 

σ

 

(

 

x

 

, 

 

z

 

) denotes
one of the specific kinetic coefficients of the medium
transfer; 

 

σ

 

 is the electric conductivity; 

 

λ

 

 is the heat con-
ductivity; and 

 

D

 

 is the specific diffusion. Let us note
that electroplasmolysis also leads to a modification of
the dielectric permeability coefficient 

 

ε

 

 and time 

 

τ

 

M

 

 =

 

ε

 

/

 

σ

 

 which determines the free-charge relaxation in the
medium.

Electroplasmolysis results in vegetable medium
transformations reduced to the transition of the intrac-
ellular part of the liquid fraction into a state of free
intratissue liquid—or, a solution of dry substances.
Thus, electroplasmolysis of a vegetable medium, where
the extracellular liquid part initially was 

 

x

 

0

 

, transforms
all kinetic characteristics of the transfer processes
through the value determined by the difference

Modeling of this difference for heat transfer in vege-
table matter is based on the composite coefficient of heat
conductivity determined by specific characteristics of
heat conductivity of the liquid fraction 

 

λ

 

L

 

 and dry sub-
stances of the medium 

 

λ

 

S

 

. The heat conductivity coef-
ficient of the liquid fraction is practically identical for
the intracellular and extracellular components 

 

λ

 

L

 

 =
0.58 W/(m K). The heat conductivity coefficients of
dry substances in vegetables are approximately five
times less than 

 

λ

 

L

 

 and are correspondingly equal to
0.02–0.13 W/(m K) for potatoes, 0.12 W/(m K) for
carrots, 0.13–0.36 W/(m K) for beet, and 0.15–
0.19 W/(m K) for tomatoes [3]. The heat conductivity
coefficients of dry substances in fruit and vegetables
dried by sublimation to the state of a mash are hundreds

σ x z,( )
σL

----------------
γ 1 x–( ) xz 1 γ–( )+
γ 1 x–( ) z 1 γ–( )+

------------------------------------------------,=

σ 1 z– z,( ) σ x0 z,( )–
σL

--------------------------------------------------
z 1 γ–( )2 1 x0– z–( )
γ 1 x0–( ) z 1 γ–( )+
------------------------------------------------ 0.≥=

 

of times less than the heat conductivity of water. For
example, the heat conductivity coefficients of the
media with a moisture content of 5% are equal to
0.029–0.038 W/(m K) in grape mash; 0.030–
0.03 W/(m K) in cherry mash; 0.035–0.037 W/(m K)
in apple mash; 0.026–0.034 W/(m K) in a fruit mixture;
and 0.021–0.023 W/(m K) in potato mash. These data
are the basis of the effective application of electroplas-
molysis before heat treatment of plant-growing prod-
ucts. The maximum effect of the heat treatment intensi-
fication is achieved when the parameter 

 

γ

 

 tends to zero

PHASE EQUILIBRIUM AT EVAPORATION 
FROM A FREE SURFACE

The analytical description of the drying process is
grounded by the condition of the water molecular equi-
librium in various phases at their interface. In the ther-
modynamic process of evaporation, the substance par-
ticle number 

 

N

 

 is an independent variable; therefore, a
member proportional to the particle number must be
added to the extensive (additive) thermodynamic func-
tions of enthalpy, inner, free, and Gibbs energies. The
equality of the chemical potential 

 

µ

 

S

 

(

 

P

 

, 

 

T

 

) = 

 

G

 

/

 

N

 

(where 

 

S

 

 is the phase index) of both liquid and gaseous
phases corresponds to the Gibbs energy minimum

 

G

 

(

 

P

 

, 

 

T

 

, 

 

N

 

). The two-phase liquid–gas system possesses
one degree of freedom only, so the equilibrium state in
the (

 

P

 

, 

 

T

 

) diagram will be shown by a curve of coexist-
ence of two aggregate states of water.

The chemical potential determined in variables 

 

P

 

and 

 

T

 

 serves for the description of the equilibrium state
and the derivation of the equilibrium curve 

 

P

 

S

 

 

 

= 

 

P

 

(

 

T

 

),
the points of the latter showing values of 

 

P

 

 and 

 

T

 

 at
which water can exist simultaneously in two aggregate
states: liquid and vapor.

The Clapeyron–Clausius equation determines, for
equilibrium between the phases, the evaporation heat
dependence on temperature, the bulk change at the
phase transition, and the pressure derivative with

respect to temperature 

 

Q

 

 = 

 

T

 

∆

 

V

 

. The experimental

points [4] of this curve in various ranges with respect to
temperature lie down the parabolas shown by the fol-
lowing analytical formulae and Figs. 1–3:
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PS = (1.44t2 – 282.69t + 14938.2)10–3 kg/cm2,

100 ≤ t ≤ 200°C

PS = (6.2t2 – 2357.99t + 239286.66)10–3 kg/cm2,

200 ≤ t ≤ 374°C.
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Here, t is the centigrade temperature. The range inter-
polation of the equilibrium curve is realized within the
accuracy of the deviation not exceeding 1%; addition-
ally, the ranges with respect to temperature may be any
of those not exceeding 200 degrees.

Thus, due to liquid evaporation at a given tempera-
ture, the partial pressure of vapor may increase only to
the limit determined by the saturated vapor pressure
according to the equilibrium curve PS = P(T). The pres-
ence of water vapors in air is determined by humidity
(ratio of water vapor mass to the bulk). The removal of
water vapors out of the bulk creates the conditions for
surface evaporation depending on the liquid properties
and the surface structure. For vegetable media, the sur-
face capillarity structure and the liquid viscosity,
depending obviously on electroplasmolysis level, are of
special importance.

In contrast to free liquid evaporation from a free sur-
face, drying is characterized by a peculiar vapor forma-
tion from the raw material surface. For the drying of a
biological object of a plane form of thickness d, the rate
of heat flow spreading inside the raw material a is deter-
mined by its heat conductivity λ(x, z), the temperature
difference of the heating surface T0, and the central part
of the slice TC, and is expressed by the formula [1]

where q is the specific heat of evaporation and ρ is the
raw material density.

At the liquid transition into vapor, water molecules
overcome molecule cohesive forces in the liquid. The
work of exiting and overcoming the external pressure
of already formed vapor are realized due to the kinetic
energy of the molecule heat movement. Therefore, for
the evaporation process proceeding at a constant tem-
perature, it is necessary to supply a certain quantity of
heat, otherwise the liquid will cool.

The cuts and surfaces of biological media are porous
structures pierced by a great number of capillaries. The
mass transfer in this medium depends on the electro-
plasmolysis level through the specific diffusion coeffi-
cient D(x, z). Hence, a larger drying surface favors more
efficient evaporation, taking into account a huge num-
ber of capillaries for the liquid transfer to the surface.
During drying, the vapor pressure at the entry of a
porous substance capillary is equated to the liquid pres-
sure in the capillary

where Pg and Pl are the pressures in the gaseous and liq-
uid phases, ρb is the air density, ν is the convection flow
velocity, σN is the liquid surface tension, r is the capil-
lary radius, and αN is the wetting angle at the water–
capillary boundary.

a
8λ T0 Tc–( )

qρd2
-----------------------------,=

Pg

ρbν2

2
-----------– Pl

2σN αNcos
r

--------------------------,+=

According to the Joule–Thomson effect for the Van
der Waals gas, near the surface of a raw biological
material sample subject to drying, the difference of
vapor temperatures in the capillary and on the surface
of the sample at the heat equilibrium is the following:

where Cp is the specific heat at a constant pressure. The
Van der Waals constants for water vapor are correspond-
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ingly equal to α = 5.65 at m6/kmol2, β = 0.031 m3/kmol,
and R = 8.314 × 103 j/(kmol K). The calculation is carried
out for room temperature.

In practically every capillary of the raw material sur-
face, the evaporation determined by the liquid supply to
the surface-by-surface tension forces and convection
suction takes place. In the case of convection drying
with hot air, the temperature difference determined by
the external temperature of liquid heating from the raw
material surface should also be taken into account, sub-
stituting T0 – TC = (Tg – Tl) + (Tl – TC), where Tl is the
liquid phase temperature near the raw material surface.

HEAT ENERGY SINKS AT RAW BIOLOGICAL 
MATERIAL TREATMENT

Assuming the heat conductivity coefficient after
electroplasmolysis is λ(x, z), analysis of the heating
process may be divided into stationarity stages, when
the temperature field of the medium heating depends on
the parameter qν/λ which determines the temperature
gradient in a stable mode of heating per unit length of
the region subject to heating. The characteristics of sta-
tionarity stages of the process are various heat sinks qν
described by a physical parameter of each of the several
stages of heating: heating, boiling, evaporation, and
frying of biological media. Here, we consider those
cases of the heating process description by the solution
of a one-dimensional equation of heat conductivity
with boundary conditions for the simplest geometrical
forms of the medium: the plane, cylindrical, or spheri-
cal forms. This approach allows fine optimization of the
process under study by the heating mode and geometric
dimensional parameter of the medium subject to heat-
ing. On the other hand, staging the description of the
temperature field allows for the consideration of the
classical processes of heat treatment: drying, boiling,
and frying of biological media of certain geometrical
forms. The most interesting forms are the plane–paral-
lel cut slice, cylinder, hollow cylinder, and sphere. At
different stages of the heat treatment process, the tem-
perature fields of these geometrical forms have one
dependence on the dimensional parameter. The only
difference is the sink description parameter qν/λ con-
taining typical heat characteristics of the stage, electro-
plasmolysis level, and rate of processes.

Stages of the process of heat treatment of raw bio-
logical material in a stationary mode, determined by
heat sinks and temperature, divide the process into
stages with respect to the analytical form of the descrip-
tion of the heat absorption parameter. For example, at
the raw material heating stage, the value qν determines
the heat energy qν = –Cmρmbm(TC – Tm) absorbed by the
medium of density ρm and heat capacity Cm (where TC
is the water boiling temperature and Tm is the initial
temperature of the medium). The parameter bm deter-
mines an average rate of medium heating measured in
units of inverse time s–1. At the stage of bulk evapora-

tion of moisture, qν = –qρa, where a is the value deter-
mining the rate of moisture evaporation in the raw bulk
material [1].

The stage of raw material heating after moisture
evaporation is determined by a modified sink qν =
−Cnρnbn(T0 – TC), where ρn and Cn are the density and
heat capacity of the dehydrated raw material. The value
bn determines the heating rate at the raw material dehy-
dration stage.

At raw material frying, one should also determine
the heating stage when the thermal transformation of
the biological medium characteristics (coagulation, set-
ting) takes place: qν = –qkρkak, where qk, ρk, and ak are
the values analogous to the moisture evaporation stage
relating to the thermal transformation of the raw mate-
rial albumen mass.

Thus, the study of the process of heat treatment of
the raw biological material allows analytical and stag-
ing interpretation, making it possible to derive criteria
for heat process efficiency and to optimize the process
with respect to the level of minimal heat loss. Further-
more, the temperature field dependence on the coordi-
nate, being characteristic of all stationarity stages, has
a common character.

TEMPERATURE FIELD OF A CYLINDER

The heat conductivity equation for a cylinder with a
constant isotropic coefficient of heat conductivity has
the form

where qν is the bulk density of the heat energy absorbed
by sinks at evaporation in the moisture-containing bulk
medium: qν = –qρa, where ρ is the liquid density and a
is the rate of change of the medium liquid fraction part.
Assuming qν/λ is constant in the cylinder bulk (homo-
geneous medium), let us write a solution for the tem-
perature field T(r) and the heat flow Φ(r) in the form

The temperature field and the heat flow are equal in
value on isothermal surfaces of the cylindrical form
(dependence on one coordinate r). The heat flow is
equal to zero on the surface r = rS, if the constant C1 is

determined by the ratio C1 = . The temperature of

the zero-flow surface Φ(rS) = 0 is determined by the for-
mula

d2T

dr2
--------- dT
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--------
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T r( )
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----------– C1 rln C2,+ +=
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Hence, the cylinder temperature field may be
expressed by the equation

The temperature on the cylinder surface is equal to
the heating temperature T0, so

where

Let us obtain the isothermal surface of the zero flow
Φ(rS) = 0 coinciding with the cylinder symmetry axis
rS = 0. Then, the temperature on the cylinder axis will

be determined by the ratio TS = T0 = , and the cyl-

inder temperature field for the optimal heating mode
will take the form

An ideal agreement of the heating temperature T0 of
the raw material of the cylindrical form with the dimen-
sion characteristic of the cylinder radius r0 will take
place only in the case when the temperature on the cyl-
inder axis is equal to zero. Thus, between the heating
temperature and dimension of the raw material of the
cylindrical form at drying, frying, or heating in a sta-

tionary mode there exists an agreement T0 = qρa /4λ.
In other words, the mode of moisture evaporation inside
the bulk of the cylindrical form is determined by the
basic parameter of the heating mode T0, dimension of
the cylinder r0, and heat characteristics of the raw mate-
rial ρ, λ(x, z), and q : a = 4λT0/ρq.

If we consider the case when the heat flow on the sur-
face r = rs is assumed to differ from zero (Φ(rS) = ΦS),

then C1 = qν /2λ – rSΦS. Analogously, the isothermal

surface temperature may be introduced TS = –  +

lnrS – rSΦSlnrS + C2, and, then, for the cylinder

temperature field we obtain the expression

According to this formula, the temperature on the
heating surface depends on the parameters of an arbi-
trary point of the surface r = rS and the flow on it
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In the limit, when an arbitrary surface r = rS coin-
cides with the cylinder axis, the temperature on the axis
depends only on the heating temperature and cylinder
radius through characteristics of the heat sinks and the
medium heat conductivity coefficient, and it is

expressed by the ratio TS = T0 + qν /4λ. It is character-
istic that this formula does not contain the dependence
on the heat-flow value on the axis.

In the absence of heat sinks (qν = 0), for example, at
raw material frying in oil, when the inner moisture has
already evaporated, the surface temperature (r = rS)
becomes equal to the heating temperature T0. The
requirement for the surface rS to coincide with the cyl-
inder center leads to the known expression for the cyl-
inder temperature field.

Heating of cylindrical tubes is of a special interest;
e.g., for boiling of tubular macaroni or frying and bak-
ing rolls and buns in the form of a hollow cylinder. In
this case, the obvious requirement TS = T0 leads to the
ratio for the flow

The temperature field of a hollow cylinder is deter-
mined by the ratio

The temperature takes on a minimal value on the
isothermal surface

r = rm =  = rS , where γ = , 

being equal to Tm = T0 – 

TEMPERATURE FIELD OF RAW BIOLOGICAL 
MATERIAL OF THE SPHERICAL FORM

The temperature field and heat flow in raw material
of the spherical form are determined by the solution of
the Fourier stationary equation with spherical symme-
try at different stages of heating. The heat conductivity
equation for an isotropic sphere, its medium satisfying
the condition of homogeneity of heat conductivity coef-
ficients and the specific heat of sources, has the form

T0 TS

qνr0
2

4λ
---------- 1 γ 2–( )–

qνγ r0
2

2λ
------------- r0ΦS–⎝ ⎠

⎛ ⎞ γ γ .ln–=

r0
2

ΦS

qνrS

2λ
----------

qν r0
2 rS

2–( )
4λrS r0/rS( )ln
---------------------------------.–=

T r( ) T0

qν

4λ
------ r2 rS

2–( )–
qν

4λ
------ r0

2 rS
2–( ) r

rS

----/
r0

rS

----.lnln+=

r0
2 rS

2–

r0

rS

----⎝ ⎠
⎛ ⎞

2

ln

----------------- γ 2 1–

γ 2ln
-------------

r0

rS

----

qν

4λ
------ rm

2 rS
2– rm

2 rm

rS

-----⎝ ⎠
⎛ ⎞

2

ln–⎝ ⎠
⎛ ⎞ .

d2 RT( )
RdR2

------------------
qν

λ
-----+ 0.=



58

SURFACE ENGINEERING AND APPLIED ELECTROCHEMISTRY      Vol. 43   No. 1      2007

BOTOSAN et al.

The equation of the temperature field T(R) and heat
flow Φ(R) is determined by formulae

The isothermal surface of the zero flow Φ(RS) = 0 is
determined by choice of the integration constant C2 =

− .

As a result, the formula of the sphere temperature
field takes the form

The temperature of the zero-flow surface allows
determination of the first constant of integration

The sphere temperature field may be expressed by
the formula

The temperature on the sphere surface correlates
with the temperature of the zero-flow isothermal sur-
face by the ratio

The temperature field depends on coordinates of the
isosurfaces of heating and zero flow in the following
way:

When the heat treatment process is realized for a
sample of the spherical form, maintaining the optimal
mode requires meeting the condition T(Rmin) = 0, which
leads to the necessity of keeping the criteria of heating
at drying

T0 = –  for raw material without stones, and

T0 =  for raw material with

stones of the radius RS.
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The heating temperature for drying is equal to zero
if RS = R0, which corresponds to the absence of mass for
heating. Hence, heating intensification and the temper-
ature gradient decrease depend on the thickness of the
layer subject to heat treatment δ = R0 – RS. Agreement
of the heating temperature T0 with the layer thickness δ
is of principal importance for obtaining high quality
foodstuffs by drying. In the most widespread case of
drying, when full-scale evaporation takes place, the
properties of the raw biological material capillaries
should be taken into account.

Thus, the study of the processes of heat treatment of
biological media, based on a stationary solution of the
equation of heat conductivity with heat sinks, allows us
to optimize heating stages and to derive criteria con-
necting the heating mode with dimensional parameters
of the raw material geometry [1]. Practically, the evolu-
tion of the heat treatment stages must be described
through the complex changes in time of both the heat
field and the heat flow, and inner heat sinks. Staging of
the heat treatment process makes it possible to consider
stable parameters of heating at the treatment stages and
to derive useful criteria. For example, in the case of raw
biological material boiling, the heating temperature is
always below 100°C, which indicates its decreased
value inside the raw material in comparison with the
boiling temperature.

The main aspect in the control of raw vegetable
material heat treatment is the modeling of the heat
transfer coefficient λ(x, z) through electroplasmolysis.
Modeling of the kinetic characteristics of transfer pro-
cesses by electroplasmolysis of raw material cells is
described in [2]. Modeled coefficients of electric con-
ductivity σ(x, z), heat conductivity λ(x, z), and the spe-
cific diffusion D(x, z) of biological media allow for the
estimation of the duration of heat treatment stages, with
their intensification determining heat energy saving and
the improvement of the quality of the final product.
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Earlier we described the generation of nonlinear
bulk cavitation by electrical discharge [1, 2], which
strongly depends (given identical parameters of the dis-
charge circuit) on the discharge chamber geometry, the
relative arrangement of the discharge reactor bottom,
its walls, and the free liquid surface in it, the reactor’s
design rigidity, and the magnitude of the external static
pressure in the liquid filling the reactor. In such electri-
cal discharge reactors, cavitation is excited upon the
reflection of primary pressure waves (the underwater
electrical discharge is actually an electrical explosion)
from the free liquid surface in the reactor and its walls,
which confine the total liquid volume. Usually the con-
ventional radius of analogous reactors is 2 to 3 times
the radius of the post-discharge cavity.

Electrical discharge cavitation is generally used for
the treatment of small objects, and at first inspection the
small dimensions of the electrical discharge reactor do
not play a decisive role. But this is so only for batch or
continuous treatment of small volumes of materials.
When the treatment of substantial volumes of materials
in a large water (working fluid) quantity is needed, all
the reflecting surfaces that confine the discharge zone
should be placed at large distances (5–10 radii of the
post-discharge cavity or greater). Their efficiency
becomes insignificant.

Hence, the search for methods to excite an effective
electrical discharge cavitation in large open volumes of
a working fluid, for example, in the technological tanks
of conveying units for processing fibrous materials, is
an urgent problem.

One of the most convenient ways to reach this goal
is to use converging pressure waves generated in the
region of the underwater electrical discharge [3, 4].

A simple scheme for the interaction of underwater
pressure waves is shown in Fig. 1.

When the converging pressure waves reach the posi-
tion denoted by 3, conditions arise behind the intersec-
tion points of the fronts that favor excitation of cavita-
tion. These conditions arise because upon the electrical
explosion the depression (stretching, expansion) waves
definitely follow the pressure (compression) waves that
lead to the disruption of liquid continuity. These cavita-
tion regions exist for a short time, but their role is very

 

EQUIPMENT
AND INSTRUMENTS

 

A Novel Method to Control Electrical-Discharge 
Nonlinear Bulk Cavitation

 

A. P. Malyushevskaya and P. P. Malyushevskii

 

Institute of Pulsed Processes and Technologies, Ukrainian National
Academy of Sciences, Oktyabr’skii pr. 43 A, Nikolaev, 54018 Ukraine

 

Received September 18, 2006

 

Abstract

 

—Experimental results from the study of cavitation generated in a liquid during underwater synchro-
nous parallel discharges are presented. It is shown that only synchronous discharges permit the productions of
large cavitation regions in a free liquid. The cavitation parameters may be controlled through variation of oper-
ational tensile stresses.

 

DOI: 

 

10.3103/S1068375507010103

 

123

1

2

3

1

2

3

 

Fig. 1.

 

 Scheme of the interaction of three converging elec-
trical discharge shock waves (“trishocks”). (
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important as they activate the near-discharge space,
thus generating numerous cavitation nuclei in it.

As it is known [5, 6], eventually the discharge chan-
nel transforms into a post-discharge vapor and gas cav-
ity, which expands, and its subsequent collapse is initi-
ated when the internal pressure in it decreases to the
magnitude of the external pressure. Upon the motion of
the cavity shell inward, tensile stresses arise in the
medium that favor cavitation genesis.

The shadowgraph of the interaction process of three
pressure–extension waves is presented in Fig. 2. The
dark cavitation regions are clearly seen behind the
points where the fronts intersect. As the cavitation pro-
cess subsides, these regions become lighter because the
basic mass of cavitation bubbles collapses in the pres-
sure field leaving tiny cavitation nuclei. Cavitational
disruptions of the liquid continuity should arise after
the collapse of the post-discharge cavity on these cavi-
tation nuclei alone.

Earlier we observed a similar phenomenon in a
somewhat different situation [5]. This event occurred
upon the interaction of the converging plane shock
waves at a relatively large distance from the place
where the electrical explosion was excited.

A film record is shown in Fig. 3 of the process of
high-power cavitation excitation in a large-volume
reactor due to the interaction of two plane shock waves
that were produced in water using plasma accelerators;
the accelerator end-walls can be seen at the frames (in
each corner below). The characteristic feature of the
experiments is the ability to obtain converging shock

waves in a controllable manner in a strictly specified
region of the discharge chamber, where they are
directed from two accelerators at a pulse energy in each
accelerator of 6–12 KJ. Such a technique allowed the
generation of a relatively uniform cavitation region at a
large distance from the solid boundaries relatively iso-
lated from post-discharge vapor and gas cavities (i.e.,
avoiding direct contact). This provided the opportunity
to investigate the electrical discharge cavitation in its
pure form.

Over a period of approximately 55 

 

µ

 

s after synchro-
nized current pulses are applied on the plasma acceler-
ators, in the bulk of the liquid (in a region centered
approximately at the intersection point of the accelera-
tors’ axes) a local cavitation region arises (Fig. 3). It
very quickly (in less than 10 

 

µ

 

s) takes a tapered shape
with characteristic dimensions such that the base width
is 4–6 cm, the length is 4–6 cm and the variable height
is 6–1 cm. This primary stable cavitation region in the
form of a mist-like cloud of very fine (

 

r

 

 

 

≤

 

 3 

 

µ

 

m) high-
density (up to 5

 

 × 

 

10

 

6

 

 1/cm

 

3

 

) cavitation bubbles is
excited by the converging shock waves generated by
plasma accelerators; the depression waves follow
behind their front.

This detailed examination of the local cavitation
region allows the observation that the region moves
very quickly and changes its direction of motion. The
velocity of motion of the head part of this primary cav-
itation region is equal to from 0.5 to 1.5 km/s, these pul-
sations last over 150–200 

 

µ

 

s after the formation of the
mist-like structure. These characteristics depend signif-
icantly on the convergence angle of the shock waves,

 

Fig. 2.

 

 Shadowgraph of the interaction process of three pressure-depression waves.

 

Fig. 3.

 

 Film record of the process of high-power cavitation excited in a large-volume reactor.
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the pulsations of the post-discharge vapor and gas cav-
ities, and on the compression waves in the plasma
accelerators.

During the entire period of these pulsations in the
primary cavitation region, a cavitation layer, whose
thickness increases rather smoothly, emerges in the
subsurface space due to excitation by primary shock
waves of plasma accelerators reflected from the surface
in the counterphase. Starting from frame 12 (about
50 

 

µ

 

s after the local tapered cavitation region
emerged), cavitation also becomes noticeable in the
lower space of the discharge chamber that pulsates syn-
chronously with the pulsations of the primary cavita-
tion region.

Over 220–250 

 

µ

 

s the shock wave reflected from the
free surface returns as a depression wave into the region
under examination and in the next 50–70 

 

µ

 

s the bulk
cavitation spreads over the entire liquid volume being
studied (see Fig. 3), and then over the whole volume of
the discharge chamber. At this point the dimensions of
the cavitation bubbles increase substantially (up to 0.1–
1.0 mm) compared with the dimensions of the cavita-
tion bubbles in the local cavitation region.

Evidently, these converging plane shock waves are
an effective means to generate cavitation in the dis-
charge chamber. But this method cannot be considered
cost-efficient, as the system of underwater plasma
accelerators is very expensive, and additional energy
costs are high. The search for other methods for control
of the underwater electrical discharges that may pro-
vide maximal cavitation in a free volume per each dis-
charge pulse is urgent. Therefore, the unique possibili-
ties of converging and diverging underwater pressure
waves operating as generators of cavitation processes
should be studied.

EXPERIMENTAL STUDIES

We studied the processes of genesis of cavitation
region in a free volume of a liquid upon the interaction
of two post-discharge cavities. These cavities were gen-
erated by discharges produced in parallel manner tak-
ing the adopted hypothesis into account. The following
parameters of the discharge circuits were chosen: the
working voltage

 

 U

 

0

 

 was 25 KV, electrical capacitance

 

C

 

 was 1 

 

µ

 

F, the discharge gap 

 

l

 

d

 

 was 10 mm, the dis-

 

(a) (b)

 

Fig. 4.

 

 Initiation and evolution of the cavitation region between thin rod-type electrodes for parallel electrical discharges: (a) strictly
synchronous (

 

∆

 

t

 

 = 0); (b) when the initiation of one of the discharges is delayed (

 

∆

 

t

 

 = 2 

 

µ

 

s).

 

(a) (b)

 

Fig. 5.

 

 Elements that control the cavitation region for parallel electrical discharges: (a) when initiation of one of the discharges is
substantially delayed (

 

∆

 

t

 

 = 8 

 

µ

 

s); (b) strictly synchronous discharges (

 

∆

 

t

 

 = 0), for working voltage 

 

U

 

1

 

 = 17.8 KV (frames 11–14).
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charge gap was initially closed with a copper wire with
a diameter 

 

d

 

 of 5 

 

µ

 

m, and the interelectrode spacing 

 

A

 

was 100 mm.

The electrodes (

 

d

 

e

 

 = 3 mm) were made of titanium
wire and, apart from their primary function, served to
indicate the appearance of the lower pressure (appear-
ance of tensile stresses in water) by deflecting in the
direction of the lower pressure region.

With the aim of assessing the relationship between
the variation in working voltage and the cavitation
region, the voltage was decreased by a factor of 1.4, i.e.,
up to 

 

U

 

1

 

 = 17.8 KV (for a constant pulse energy magni-
tude).

All the stages of the genesis of the parallel electrical
discharges in water were registered using a high-speed
VFU-1 optical filming system in the “time magnifying”
regime. The time intervals between the frames in the
film records shown here was mt = 1.28 ms.

Photographic images that show the genesis and evo-
lution of the cavitation region in water generated by two
interacting parallel discharges are presented in Fig. 4.

The images shown in Fig. 4a correspond to discharges
produced strictly in a synchronous manner ((t = 0), the
images shown in Fig. 4b correspond to the case where
one of the discharges was initiated at a very short time
interval delay (

 

∆

 

t

 

 = 2 

 

µ

 

s).

The first photographic image (see Fig. 4a) shows
that both the post-discharge cavities are developing
symmetrically and weakly influence each other at the
stage of active growth. They do not change their shape,
which retains its regular character. The pressure field in
the interelectrode gap remains symmetrical (the elec-
trodes remain parallel) up to the moment when the
vapor and gas cavities reach their maximal dimensions
(frames 1–7). But exactly at the moment when the col-
lapse of the post-discharge cavities begins, a region of
lower pressure arises in the water between the parallel
electrodes; the electrodes deflect toward the center of
the interelectrode gap (frame 8), and actual cavitation is
initiated, which evolves strictly between the electrodes
(frames 8–14). The cavitation index in this region is
rather large (

 

K

 

 

 

≈

 

 0.7).

 

(a)

(b)

 

Fig. 6.

 

 Minimization of cavitation region between thin rod-type electrodes at individual discharges: (a) parallel rods; (b) a solid hol-
low hemisphere is placed in the imaginary center of generation of the second post-discharge cavity.
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The second photographic image (Fig. 4b) shows that
even a small break in the synchronous character of the
parallel discharges results in obviously asymmetric
development of the cavitation region, although only
small changes in its volume, as well as the cavitation
index, occur. Electrodes operating as indicators of the
decrease in pressure clearly register (frames 8–11) the
presence of the lower pressure region in the interelec-
trode gap. But the lower pressure region exists over a
noticeably shorter time (3.84 ms compared with
8.96 ms for the strictly synchronous regime).

The photographic images in Fig. 5 show the initia-
tion and evolution of a cavitation region in the water
generated by two interacting parallel discharges under
substantially modified conditions. Fig. 5a corresponds
to discharges, where the initiation of one of the dis-
charges is delayed for a substantial time interval (

 

∆

 

t

 

 =
8 

 

µ

 

s), while Fig. 5b corresponds to discharges with

 

U

 

1

 

 = 17.8 KV produced strictly synchronously (

 

∆

 

t

 

 = 0).

When the initial stages of the discharges are signifi-
cantly asynchronous (Fig. 5a), the dimensions of the
post-discharge cavities differ dramatically (frames 1–7).
This leads to their asymmetrical contraction, a decrease
in pressure lowering in the interelectrode gap, and, con-
sequently, to an asymmetrical shape of the cavitation
region (frames 8–14) with considerably less density of
cavitation bubbles (

 

K

 

 

 

≈

 

 0.2) that degrades rapidly
(frames 11–14).

When the working voltage decreases to 

 

U

 

1

 

 = 17.8 KV,
the magnitude of tension stresses in the interelectrode
gap decreases, even if the discharges follow strictly
synchronously (frames 1–10). The volume of the cavi-
tation region and the cavitation intensity (cavitation
index 

 

K

 

 

 

≈

 

 0.4) also decrease.

The photographic images in Fig. 6 show the genesis
and evolution of a cavitation region in the water that is
generated by individual discharges under substantially
modified conditions. Figure 6a corresponds to dis-
charge in parallel electrode systems; however, the sec-
ond discharge is excluded. Fig. 6b also corresponds to
the discharge in parallel electrode systems, where the
second discharge is excluded, but a solid hollow hemi-
sphere whose dimensions are the same as those of the
corresponding post-discharge cavity is inserted into the
discharge region.

As may be seen in the photographic image in
Fig. 6a, even a well-developing individual underwater
discharge (in the parallel electrode system discussed
above) does not lead to the excitation of a noticeable
cavitation region. Only a slight cavitation appears near
the electrode tip after the collapse of the post-discharge
hemisphere (frames 8–13). In this region the cavitation
index is 

 

K

 

 

 

≈

 

 0.5.

For the case where a solid hollow hemisphere is
inserted near an individual underwater discharge,
whose dimensions are the same as the averaged dimen-
sions of the post-discharge cavity of the parallel dis-
charge, the cavitation situation differs substantially
from the cavitation for a free individual discharge. As
soon as the post-discharge cavity, having reached its
maximal dimensions, begins to collapse (frame 8), the
surrounding liquid flows into it with a speed high
enough to excite cavitation in the liquid layers adjacent
to the hemisphere. A part of this liquid stream enters the
region of the collapsed post-discharge hemispherical
cavity (frames 9–12) also forming a small cavitation
region centered in the discharge gap.

Quantities of cavitation bubbles are also simulta-
neously generated in water layers adjoining the entire
surface of the solid hemisphere (frames 8–14).

It should be noted, that when the post-discharge cav-
ity expands sufficiently fast, the diverging liquid
streams do not generate cavitation near the solid hemi-
sphere (frames 4–7). This occurs because the liquid in
these streams is compressed, and there are no any ten-
sile stresses in it.

As a whole, the liquid volume where the cavitation
process takes place upon individual discharge and with
a hemispherical imitator is comparable with the cavita-
tion volume that occurs with a free linear discharge,
although the shape and geometry of this cavitation
region better suits the requirements for practical appli-
cations.

CONCLUSIONS

The experimental results obtained allow us to con-
clude that in a free volume only parallel underwater
electrical discharges generate high-power cavitation
regions.

The cavitation intensity in such regions strongly
depends on the synchronization of the initiation of par-
allel discharges and their corresponding post-discharge
vapor and gas cavities, as well as on the magnitude of
the working voltage in the discharge circuits. Hence,
the electrical discharge cavitation described above is a
controllable process.

Individual electrical discharges with exactly the
same energy parameters do not lead to the generation of
high-power cavitation regions.
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1

 

1. INTRODUCTION

Ultrasound of high energy produces two major
effects in metals, which influence their mechanical and
structural properties: an ultrasonic softening and ultra-
sonic hardening. Ultrasonic softening may be observed
during ultrasonic activation, and it appears due to a
reduction in the external static strains needed for plastic
deformation. Ultrasonic hardening may be considered
as a residual effect after ultrasonic activation [1, 2].
This effect occurs due to the growth of external static
strains needed for the plastic deformation of metals.
The effects that appear at ultrasonic activation in metals
were studied previously.

B. Langenecker and other researchers consider
ultrasonic softening and ultrasonic hardening in metals
as “volume effects,” because they take place in the
metal volume under the action of ultrasonic waves. In
Langenecker’s theory, these processes occur due to
ultrasound that produces in metals components of a tan-
gential strain large enough to move dislocations from
their positions blocked by obstacles and forward
through the crystal.

It is thought that the ultrasonic action leads to hard-
ening in soft crystals up to a certain saturation value,
after which the hardened crystals become softer.

The success of softening technology for the treat-
ment of metal products in a hardened state depends on
the ultrasound intensity or the amount of energy
induced in the metal. The ultrasonic energy must be
high enough to produce modifications in the adjacent
structure. Therefore, high-energy ultrasound should be
used. While propagating through a metal, ultrasound
leads to an interaction with the crystal lattice and lattice
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defects. This supposes different absorption of the vibra-
tional amplitude of ultrasonic waves.

At very small amplitudes (Fig. 1, region I), there is
no irreversible deformation in the medium through
which ultrasound propagates, but only some minor
losses occur due to the absorption of ultrasonic waves.

This happens in the case of passive actions: deter-
mining different physical properties, flaw detection,
etc. For small amplitudes (region II), a softening pro-
cess takes place; then, in the case of large amplitudes, a
hardening process occurs, when a linear dependence is
observed for the absorption vs. the length of the region
activated by ultrasound [3].

The purpose of the work is to assess the possibility
of obtaining the effect of ultrasonic softening in cold-
rolled (hardened) metal strips through laboratory
experiment. The hardened steel strips were subjected to
ultrasonic action in the rolling process. Four rolls were
used in the rolling process simulation.
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Abstract

 

—The possibility of obtaining the effect of ultrasonic softening through laboratory experiments in
hardened cold-rolled steel strips has been shown. The rolling of metal strips using ultrasonic activation is prom-
ising for increasing the deformation degree in comparison with conventional rolling as well as for the growth
of the rolling rate, which supposes greater productivities.
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 Ultrasound absorption in metals.
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The obtained results have been estimated through a
comparative study of test bars sampled from a steel
strip hardened and worked with ultrasound using the
tensile strength test according to STAS SR.EN 10002-
1/1995.

2. INVESTIGATION METHOD
AND EXPERIMENTAL RESULTS

For testing, cold-rolled strips were used hardened
according to OL 60-STAS 500/2 (St6/GOST 380)–88,
with cross-sectional dimensions of 31.5 mm 

 

×

 

 1.0 mm
and the following values for the mechanical parame-
ters: metal flow limit 

 

R

 

p0.2

 

 = 996 MPa, tensile strength

 

R

 

m

 

 = 1090 Mpa, and elongation 

 

A

 

80

 

 = 1.80%. The roll-

ing of the metallic strip with ultrasonic activation was
performed according to the scheme (Fig. 2).

Vibrations of the working upper roll are produced
that activate the segment roll 2 using a PMS 15A-18
transductor, whose active part consists of the pack of
nickel plates fed with a high-frequency current from a
UZ G2-4M ultrasound generator. We obtain the differ-
ent values of vibrational amplitude (10, 15, and 20 

 

µ

 

m)
through the variation of a magnetization current in the
oscillatory system.

The dimensioning of the oscillatory system is char-
acterized in the “

 

n

 

λ

 

/2” scale, when the resonant fre-
quency is 18 000 Hz. The rolling rate of the metal strip
(

 

ν

 

r

 

) is 5 m/min. For the given testing conditions, the
strip cross section reduces by 10% at the activation of
the upper roll transversely to the rolling direction.

The vibrational amplitude can be controlled using a
special device, which includes “a microphone with
electret” (with capacitor functions) as the activating
element [4].

Rolling with ultrasonic activation was performed for
three different values of the vibrational amplitude of the
upper working roll: US

 

1

 

, 

 

A

 

 = 10 

 

µ

 

m; US

 

2

 

, 

 

A

 

 = 15 

 

µ

 

m;
and US

 

3

 

, 

 

A

 

 = 20 

 

µ

 

m.
An assessment of the results obtained was made

through the comparative study of the test bars sampled
from the hardened and treated with ultrasound strips for
three values of the vibrational amplitude using the ten-
sile strength test according to STAS 1002-1/1995.

The tensile strength test was carried out in a special
computer-aided MTS 810-24 installation, accuracy class
0.5, with the extension rate of the test bars 20 MPa/s. To
determine the elongation 

 

A

 

80

 

, a digital MTS 810-24
extensometer was used, accuracy class B1. For the test
bars sampled from cold-rolled strips, initial stage “0,” it
was found out that breaking is achieved at very small
extensions, which proves their hardened state.

In the ultrasonic activation process for the three
aforementioned working conditions US

 

1

 

, US

 

2

 

, and US

 

3

 

,
the ultrasonic softening effect was studied as a function
of vibrational amplitude (Fig. 3). Great ultrasonic soft-
ening was obtained for 

 

A

 

 = 5 

 

µ

 

m; the effect was less for

 

A

 

 = 10 

 

µ

 

m, but for 

 

A

 

 = 20 

 

µ

 

m, the extension was much
smaller than for 

 

A

 

 = 15 

 

µ

 

m, although the vibrational
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Fig. 2.

 

 Scheme of the metal strip rolling with ultrasonic
activation. 

 

1

 

—transductor PMS 15A-18; 

 

2

 

, 

 

5

 

—segments of
back-up rolls; 

 

3

 

—workings rolls; 

 

4

 

—metal strip; 

 

6

 

—fas-
tening element; 

 

7

 

—forward wave; 

 

8

 

—backward wave.

 

Table

 

No. Test bar 
symbol

Technological
characteristics Mechanical characteristics

Obsv.

 

V

 

r

 

, m/min

 

A

 

, 

 

µ

 

m

 

R

 

p0.2

 

, MPa

 

∆

 

R

 

p0.2

 

, %

 

R

 

m

 

, MPa

 

∆

 

R

 

m

 

, %

 

A

 

80

 

, %

 

∆

 

A

 

80

 

, %

1 0 5 – 996 – 1090 – 1.28 – Hardened stage

2 US

 

1

 

5 10 910 8.63 990 9.17 2.20 41.81 Softening process

3 US

 

2

 

5 15 899 9.73 987 9.44 3.20 60.0 Greater softening

4 US

 

3

 

5 20 926 7.02 1006 7.70 2.40 46.6 Ultrasonic soften-
ing and hardening
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amplitude increases. This gives evidence that, for the
working condition US

 

3

 

, the vibrational amplitude is too
large for the speed of motion of the metal strip, which
is 5 m/min. That is, besides the softening effects, the
ultrasonic hardening process also occurs.

It was found out that the rolling rate has to grow pro-
portionally to the vibrational amplitude. That is why, in
the authors' opinion, it is possible to perform the rolling
with ultrasonic activation with much greater rates than
conventional processing. In this case, there is the
dependence between the vibrational rate (

 

ν

 

v

 

) and the
rolling rate of the metal strip (

 

ν

 

r

 

).

The ratio (

 

ν

 

r

 

/

 

ν

 

v

 

) may be used as an optimization cri-
terion for the given rolling process. Variation of
mechanical characteristics 

 

R

 

p0.2

 

, 

 

R

 

m

 

, and 

 

A

 

80

 

 can be
determined according to the following relationship (an
example for 

 

R

 

m

 

 is given): 

 

R

 

m

 

 = [(

 

R

 

m0

 

 – 

 

R

 

mUS1,2,3

 

)/

 

R

 

m0

 

] 

 

×

 

100%. Experimental results are summarized in the
table.

3. CONCLUSIONS

Laboratory experiments have demonstrated the pos-
sibility of obtaining the ultrasonic softening effect in
previously hardened cold-rolled steel strips. The pro-

cess passes under the influence of ultrasonic energy
through the several stages: hardening, softening, and,
possibly, a new hardening depending upon the amount
of the energy induced in the metal and on the vibra-
tional amplitude of the deformation tool. The rolling of
metal strips with ultrasonic activation is promising in
terms of the increase of the deformation degree and the
rolling rate in comparison with conventional rolling,
providing much greater productivity.

For the potential application of this method on a
large scale, it is necessary to continue experiments
through the development of basic and applied research.
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INTRODUCTION

One of the reasons for the breakdown of high-volt-
age insulation is related to the development of electric
discharges in sites that contain gas inclusions [1]. A
second reason is related to the onset and development
of a partial breakdown in segments where the channel
field is strongly nonuniform. Such a breakdown devel-
ops under the long-term effect of an electric field, i.e.,
dendrites and treeing, resulting in gradual loss (erosion)
of the material, as well as to local reduction in its thick-
ness and, eventually, in complete breakdown.

Therefore, to increase the service life of plastic
high-voltage insulation, a material is needed that is
characterized by a continuous structure (with a mini-
mum number of gas inclusions and nonuniformity
areas) and resistance to the effect of electric discharges.

Recently, researchers have been turning their atten-
tion to polymer mixtures. The produced materials
exhibit a set of new properties that the original plastics
do not possess [2].

Polypropylene–polyethylene (PPPE) mixtures have
been actively studied with the aim of increasing the
impact resistance of polypropylene (PP), reducing its
temperature, brittleness, etc.; however, information on
studies of PPPE mixtures is almost nonexistent.

The properties of plastic mixtures whose compo-
nents do not chemically interact with each other signif-
icantly depend on the mixture structure. The latter is
determined, in turn, by the relative concentrations of
the components. If the content of one component in the
matrix of another component increases, the mixture
structure sequentially passes through a number of
stages: solution, interphase solution region, disperse
microheterogeneous structure, coagulation net, and
inversion structure [3, 4].

One may assume that the mechanism of disintegra-
tion of polymer mixtures under the effect of external
factors will also essentially depend on the relative con-
centration of the mixture components.

EXPERIMENTAL
The study was devoted to electric ageing of films

made of PPPE mixtures in the range of small concen-
trations (up to 5–10 wt %) of one of the components.
The PPPE mixtures were made from uninhibited iso-
tactic PP powder (weight-average molecular weight

 = 2.86

 

 × 

 

10

 

5

 

 and number-average molecular

weight  = 6.23

 

 × 

 

10

 

4

 

; /  = 4.6; degree of crys-
tallinity 

 

χ

 

 = 64) and PE powder (weight-average molec-

ular weight  = 4.15

 

 × 

 

10

 

4

 

 and number-average

molecular weight  = 2.71

 

 × 

 

10

 

4

 

; /  = 1.53;
degree of crystallinity 

 

χ

 

 = 49) by grinding in a ball mill
for 60 minutes. Afterward the mixture was passed
through a microextruder with three controllable tem-
perature zones (140, 160, and 190

 

°

 

C). The isotropic
films were made by pressing the extrudate for 30 min at
200

 

°

 

C and a pressure of 200 atm on a polyimide-film
substrate. The films were 100–120 

 

µ

 

m thick. Immedi-
ately after pressing, the films were water tempered at
30

 

°

 

C.
The effect of electric discharges was studied in an

asymmetric test cell consisting of a flat metallic elec-
trode on which were placed a tested polymer-foil spec-
imen, a 1.5-mm air slit, and a glass plate with the same
thickness. High electric voltage (

 

U

 

 = 9 kV) with the
power-line frequency was applied to the external sur-
face of the glass plate.

Before and after the electric test, the specimens
were weighed with VLR-200 scales with an accuracy of
up to 0.01 mg. The oxidation process was monitored
via the carbonyl group (

 

C

 

 = 0) band at 1720 cm

 

–1

 

 with
a UK spectrophotometer. Electric strength 

 

E

 

st

 

 was
determined for the current with the power-line fre-
quency as a mean arithmetic value of ten independent
measurements of the 

 

U

 

br

 

/

 

h

 

 ratio, where 

 

U

 

br

 

 is the break-
down voltage, which was increased with a rate of
1 kB/s, and 

 

h

 

 is the average thickness around the break-
down site. The tangent of the angle of dielectric losses

Mω

Mn Mω Mn

Mω

Mn Mω Mn
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(tan

 

δ

 

) and capacity of foils 

 

ε

 

 were measured with an
R-589 bridge.

RESULTS AND DISCUSSION

Table 1 contains results of the tests of polymer PPPE
compositions. One can see that addition of PP (in an
amount of 0–5%) to PE results only in insignificant
changes in the electric characteristics of the obtained
compositions.

Polyethylene and polypropylene are incompatible
polymers. PE crystallizes into a more stable orthorhom-
bic lattice, and PP, into a monoclinic form. However,
both components affect the process of crystallization
and formation of a low-molecular structure [5, 6].

Addition of small (1–2 wt %) amounts of PP to PE
increases the resistance of the latter polymer to erosion
and oxidation caused by the effect of electric discharges
(Fig. 1 and Table 2).

PP is known to be less resistant to the effect of elec-
tric discharges than PE, this feature being explained by
the presence of tertiary carbon atoms in the polymer’s
macromolecules. Indeed, over 20 hours of electric age-
ing in the conditions described above, the mass loss for
“pure” PP was 20 mg and for “pure” PE it was only
8 mg. One might assume that addition of PE to PP
should have increased the resistance of the latter poly-
mer to the effect of electric discharges, and addition of

PP to PE should have had the opposite effect; however,
none of the expected phenomena has been observed in
the range of small addition amounts. The extreme
behavior of the mass loss and oxidation rate in the
ranges of PE addition to PE of 0.5–1 wt % and 1–2%
may be explained by hypothesizing existence of an
interphase layer.

 

Table 1.  

 

Characteristics of PPPE polymer compositions

Characteristic
Specimen

PE PE + 0.5%PP PE + 1%PP PE + 2%PP PE + 5%PP

 

E

 

st

 

, kV/mm 118 116 120 118 116

tan

 

δ

 

 

 

×

 

 10

 

–4

 

7 6 5 4 5

 

ε

 

2.2 2.4 2.8 2.9 2.7

log

 

ρ

 

v

 

(

 

Ω

 

 m) 14.5 13.8 14.6 14.3 14.2

 

4

2

 

∆

 

D

 

C

 

 = 0
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Fig. 1.

 

 Mass loss 

 

∆

 

m

 

(

 

1

 

) and (

 

2

 

) degree of oxidation of PE
specimens as a function of PP content. 

 

U

 

ag

 

 = 9 kV; 

 

t

 

ag

 

 = 20 h.

 

Table 2.  

 

Characteristics of polymer compositions after electric aging

Characteristic
Specimen

PE PE + 0.5%PP PE + 1%PP PE + 2%PP PE + 5%PP

 

E

 

st

 

, kV/mm 43.0 38.0 60.0 64.0 32.0

tan

 

δ

 

 

 

×

 

 10

 

–4

 

95.0 80.0 26.0 32.0 78.0

 

ε

 

3.2 3.8 4.7 4.8 4.2

log

 

ρ

 

v

 

(

 

Ω

 

 m) 9.3 9.5 11.6 10.6 9.4

 

∆

 

m

 

, mg 7.5 6.6 0.9 0.9 14.8

 

∆

 

D

 

c

 

 = 0 3.8 3.6 0.03 0.02 1.5
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According to [7, 8], the extreme behavior of the
changes in the properties of polymer compositions in
the range of vary small additions of one of the compo-
nents (modifier) is explained by layering of the poly-
meric solution for a certain content of the modifier, sep-
aration of the modifier into a disperse phase, and forma-
tion of an interphase layer with specific properties. The
modifier may form a reinforcing frame or fill the struc-
ture defects of a polymer matrix; i.e., it may ensure a
finer and single-phase structure of that matrix or, on the
contrary, loosen the matrix’s structure and increase the
content of defects.

Thus, if small quantities of PP are added to PE, the
free volume decreases; the interphase layer becomes
denser, and resistance to electric ageing reaches a max-
imum (Table 2).

These phenomena are indicated by a steep increase
in the volume resistivity of polyethylene foils after
addition of 1–2 volume (weight) percent of polypropy-
lene, as well as by a decrease in the tangent of the angle
of electric losses of PE foils containing a PP additive
(Fig. 2, curve 

 

1

 

 and 

 

2

 

).

At the moment of interphase layering, a large num-
ber of modifier particles with small dimensions appear
and the interphase layer reaches a maximum. If the
modifier content increases further, the particle dimen-
sions grow; their concentration decreases, and the inter-
phase layer shrinks. Indeed, if, in the case considered,
the PP concentration in PP exceeded 1 wt %, a sharp
decrease in oxidation and mass loss under the effect of
particle discharges, as well as an increase in electric
strength, was observed (Fig. 3) [9].

The experiments reconfirm the assumptions made
above according to which for all mixtures of polymers in
two-, three-, or multicomponent systems (whether com-
patible or not), there is a modifier fraction (0–100 wt %)
that results in a steep, collapselike change in the struc-
ture and electrophysical properties of the system that
may either become better or worse [10, 11].

It should be noted that studies of polymer mixtures,
including polymer composites, which are of great
importance for science and practice, enable the creation
of new polymer materials that exhibit valuable proper-
ties without the need to develop new, expensive tech-
nologies.
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δ

 

(

 

1
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v

 

, (

 

2

 

) of PE specimens as a function of PP con-
tent.
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 Dependence of electric strength 
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 of PE specimens
with different content of PP. 
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At present, the problem of the formation of thin epi-
taxial metal layers on semiconductors with high perfec-
tion of the structure draws much attention among
researchers. There exists a very restricted set of combi-
nations of “metal semiconductors” allowing for the
realization of the epitaxial growth of a metal film on a
semiconductor substrate.

The study of epitaxial structures CoSi

 

2

 

/Si and
NiSi

 

2

 

/Si is of great importance for understanding the
electrophysical processes taking place at the metal-semi-
conductor interface, because these structures are the only
ones for which theoretical expressions for the Schottky
barrier height may be obtained directly from calculations
based on atomic location in a real structure [1].

The practical application of epitaxial silicides in
microelectronics is promising, first of all, for the design
of a silicon-permeable base SHF transistor, the forma-
tion of the Schottky barriers, ohmic contacts, and inter-
connections of IC. The possibility of designing a pho-
todiode with the Schottky barrier based on the CoSi

 

2

 

/Si
structure is very attractive.

The relevance of this work is connected with the
existence of a number of unsolved problems from the
viewpoint of both epitaxial growth technology and an
understanding of the physics of growth and structure
influence on the physical properties of silicide films,
with their application opening new possibilities for the
design of device structures with unique technical char-
acteristics.

The further development of microelectronics
requires new and unusual materials favoring an
increase in the degree of microcircuit integration and

functional electronics development. In this aspect, sili-
cides are more promising.

The main aim of this work is to reveal the mecha-
nisms of silicide structure formation at the molecular-
beam epitaxy (MBE), solid-phase epitaxy (SPE), and
reactive epitaxy (RE), and to obtain films, as well as
morphology and stoichiometry. This paper presents the
results of the investigation of CoSi

 

2

 

/Si (100) epitaxial
structures formed by the MBE, SPE, and RE methods.
Layers of cobalt silicide were grown on substrates of
the KEF-4,5, KDB-7,5, and KDB-12 types. The films
were grown in an ultrahigh vacuum installation of
MBE. Before the epitaxial growth, the substrate surface
was subjected to chemical washing and special clean-
ing in a vacuum. The MBE installation and cleaning
methods are described in detail in [2]. The thickness of
the deposited cobalt in all cases was 100 Å, and a CoSi

 

2

 

film of thickness ~380 Å was formed as well. The pro-
cesses of one-stage and two-stage growth were studied.
At the two-stage growth, the film increase took place in
two stages with different growth conditions.

At present, various methods of vacuum epitaxy of
silicides on silicon are proposed. Among them, MBE,
SPE, and SE should be mentioned. MBE is a simulta-
neous deposition of a metal and silicon from two beams
on a heated silicon substrate. SPE is a metal deposition
on a cleaned surface of silicon with subsequent heating
to silicide formation temperatures. RE is a metal depo-
sition on a heated silicon substrate.

Analysis of films grown by different methods shows
that morphology and stoichiometry of the films cru-
cially depend on the growth conditions.
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Abstract

 

—The results of studying the processes of thin CoSi

 

2

 

 film formation on Si (100) surfaces by MBE,
SPE, and RE methods are presented. The regularities of the initial stage of CoSi

 

2

 

 film growth are studied. Sto-
ichiometry of CoSi

 

2

 

 film is analyzed by the Auger electron spectroscopy method. The results of investigation
show strong dependence of the morphological and electrophysical properties of CoSi

 

2

 

/Si (100) structures on
the growth conditions. The measurements of the surface resistance show that the resistance of the CoSi

 

2

 

 film
grown at 

 

T

 

 > 600

 

°

 

C changes under different growth conditions.
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From the viewpoint of the morphology of CoSi

 

2

 

/Si
films, three main types can be found:

1) continuous films of CoSi

 

2

 

;
2) films with microscopic holes; and,
3) discontinuous films.
In contrast, in CoSi

 

2

 

 stoichiometry, two phases are
distinguished [3]:

1) CoSi

 

2

 

 enriched with silicon (CoSi

 

2

 

–S); and,
2) CoSi

 

2

 

 enriched with cobalt (CoSi

 

2

 

–C).
Finding the relation between the morphology, sto-

ichiometry, and growth conditions of CoSi

 

2

 

/Si struc-
tures is very important for the design of device struc-
tures based on the given epitaxial layers. In most cases,
the aim is to obtain maximally homogeneous layers;
however, in a number of applications, the formation of
films with submicron holes with controlled morpholog-
ical characteristics is of interest. In [4], a method for the
fabrication of a permeable-base transistor was pro-
posed, wherein the role of holes in the metal base is
played by natural submicron holes in the CoSi

 

2

 

 film.
The expression connecting the transistor current gain 

 

α

 

and degree of covering 

 

θ

 

 in CoSi

 

2

 

/Si system is pro-
posed as

(1)

where

Here, 

 

∆

 

0

 

 is the variation of the Schottky barrier value in
the hole center (

 

∆

 

0

 

 = 

 

f

 

(

 

x

 

); 

 

x

 

 is the average diameter of
the holes). Thus, by changing the conditions for CoSi

 

2

 

film growth, one can adjust values 

 

x

 

 and 

 

θ

 

 and, there-
fore, control the current gain 

 

α

 

.
Stoichiometry of CoSi

 

2

 

 films influences the electro-
physical properties, the Schottky barrier height, and, in
particular, resistivity.

α ξ
γ ξ+
------------,=

γ 1 θ–
θ

------------,=

ε κT /e∆0 e∆0/kT( )exp 1–[ ].=

 

The surface structure in the growth process was con-
trolled by the method of high-energy electron diffrac-
tion (HEED) for reflection geometry. The grown sam-
ples were analyzed by Auger electron spectroscopy
(AES). The surface resistance 

 

R

 

S

 

 was measured by the
four-point probe method. Ratios of the intensities of
Auger signals for cobalt and silicon in CoSi

 

2

 

 film, as
well as silicon in CoSi

 

2

 

 and silicon of the substrate,
were determined by the Auger profiles of the samples.
The latter are shown in Fig. 1, while the conditions of
silicide growth and analytical results are given in the
table.

Taking the Auger spectroscopy data into account, an
attempt was made to estimate the degree of substrate
covering with cobalt silicide film. The expression con-
necting the intensities of the Auger signals of cobalt and
silicon was obtained by

(2)

where 

 

I

 

Co

 

 is the intensity of the cobalt Auger signal in
CoSi

 

2

 

 (765 eV), 

 

I

 

Si

 

 is the intensity of the silicon Auger
signal in CoSi

 

2

 

 (91 eV), and 

 

I

 

sin

 

 is the intensity of sili-
con Auger signal in the substrate (91 eV).

The values of the ratios of the intensities 

 

I

 

Co

 

/

 

I

 

Si

 

 and

 

I

 

Si

 

/

 

I

 

sin

 

, as well as the value 

 

θ

 

 calculated by formula (2),
are given in the table.

It should be noted that formula (2) was obtained on
the basis of very rough approximations; in particular,
stoichiometry variation does not destroy the bulk (and
surface) density of atoms (i.e., when the stoichiometry
is broken, a substitution of atoms of one type by others
takes place in the crystal lattice sites, while the proba-
bility of the atomic presence in interstitial sites is not
taken in account). Thus, in the case of the samples 

 

a

 

 and

 

e

 

, the formula obviously gives underestimated values of
the degree of covering. On the other hand, the lower
value of sample 

 

e

 

 is confirmed by the HEED data.
Besides reflexes from the CoSi

 

2

 

 single crystal surface,
the reflexes corresponding to the reconstructed surface
of Si (100) 2

 

 × 

 

1 were observed on the diffraction pat-
tern. This testifies to a significant area of the silicon

θ 3 1 ISi/Isin–( )Isin/ICo,=

 

Growth conditions, results of AES analysis of stoichiometry and morphology of the surface resistance of CoSi

 

2

 

/Si (100) films

No. Substrate type , Å Epitaxy 
type

 

T

 

s

 

, 

 

°

 

C

 

t

 

ann

 

, min Deposition 
rate, Å/s

 

I

 

Co

 

/

 

I

 

Si

 

I

 

Si

 

/

 

θ

 

R

 

S

 

,

 

µΩ

 

 cm

1 KDB-7.5 105 RE 633 – 2 0.52 0.93 0.43 18

105 RE 660 – 2

2 KDB-7.5 210 TFE 575 5 2 0.47 0.88 0.87 25

3 KEF-4.5 210 TFE 610 7 2 0.54 0.87 0.83 25

4 KEF-4.5 105 RE 580 – 2 0.89 0.78 0.95 8

105 RE 562 – 2

5 KDB-12 210 TFE 630 7 2 0.65 0.94 0.29 23

 

Note: Designations:  is the thickness of the cobalt layer deposited on substrates; 

 

T

 

s

 

 is the substrate temperature at epitaxy; 

 

t

 

ann

 

 is the

time of structure annealing at SPE.

hCoSi2
ISi II
'

hCoSi2
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substrate being free from the silicide film. Thus, for-
mula (2) allows qualitative analysis of the degree of
covering obtained under different growth conditions.

The Auger profiles (Fig. 1) testify to the formation
of a thin layer of pure silicon on the surface of cobalt
silicide under certain growth conditions. The given
effect may be determined either by diffusion of cobalt
atoms in the direction from the surface to the depth of
the sample or by diffusion of silicon atoms from the
substrate to the surface [5]. The first mechanism seems
to be more probable. In any case, the silicon layer for-

mation on the silicide surface is energetically advanta-
geous, because the free surface energy of Si is less than
that of CoSi

 

2

 

. The formation of the pure silicon layer on
CoSi

 

2

 

 may be a useful effect in the fabrication of a tran-
sistor with a metal base, where it is necessary to grow a
silicon epitaxial layer above the CoSi

 

2

 

/Si structure. We
found that, in this case, the presence of a thin buffer
layer of silicon on the CoSi

 

2

 

 surface improves the crys-
tal perfection of the silicon epitaxial film. As seen from
the profiles in Fig. 1, the layer of surface silicon is

 

Auger signal intensity, relative units

10 20

50

0

100

150

200 (a) (b)

5 10 15 20 25 30 350

50

100

150

200

250

(c) (d)

50

100

150

200

250

300

350

50

100

150

200

250

100 20 30 40 50 60 5 10 15 20 25 30 35 40

(e)

15 30 45 60 75 90

 

t

 

, min
0

50

100

150

200

250

300

350

400

 

Fig. 1.

 

 Growth condition and Auger profiles of CoSi

 

2

 

/Si samples (sample numbers 1–5 in the table correspond to the Auger profiles
in Fig. 1).
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formed only under certain growth conditions. Thus,
there is a possibility of controlling this process.

Measurements of the surface resistance have shown
that the growth of CoSi2 films at T > 600°C (sample 4)
results in a decrease in resistance by a factor of three.
The AES data show that, under the given conditions,
CoSi2 enriched with cobalt, CoSi2–C, is formed. The
preferential formation of CoSi2–C at low temperatures
of reaction was also mentioned in [3]. The anomalously
low value of the CoSi2 resistivity (sample 4) indicates
that the electric properties of the CoSi2–C phase differ
considerably from those of CoSi2 and CoSi2–S.

The classical diagrams of the Co–Si system state are
considered in the reference book by Khansen [6]. The
diagrams of the structure state of thin film systems
CoSi2/Si (100) formed by MBE, SPE, and RE are given
in Figs. 2 and 3.

The structure identification was carried out using
the HEED data. According to these diagrams, the inter-

metallic compounds CoSi2 and CoSi are formed at tem-
peratures above 1000°C. At the same time, the epitaxial
growth of CoSi2/Si films takes place at relatively low
temperatures TS = 400–600°C.

Divergence between the results on CoSi2/Si epitaxy
and the classical phase diagrams is explained by the fol-
lowing: (i) small thickness of films of Co and CoSi2 at
epitaxy; (ii) especially pure growth conditions, sug-
gested by the formation of a pure Si surface, UHV pro-
cesses, and the absence of intermediate layers on react-
ing surfaces decreasing the energy of activation of sili-
cide formation process; and (iii) the single crystal
character of silicon substrate.

The results of the investigations carried out show
strong dependence of the morphological and electro-
physical properties of the CoSi2/Si structure on the
growth conditions. Understanding of the regularities of
cobalt silicide formation allows for the optimization of
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Fig. 2. Diagrams of the structure state of CoSi2/Si (100) at BME (a) and SPE (b).
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the technological processes of the fabrication of con-
crete device structures.
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